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Preface

The ongoing integration of various intelligent information, database systems and
technologies—including artificial intelligence, social media, multimedia, cloud
computing, and big data processing—leads to important synergy of those fields. It
results in new practical solutions and applications as well as broadens the scope
of theoretical analyses and approaches. But it also creates previously not considered
concerns and problems, related not only to the scale but also to new functionalities
of created methods and systems. This includes such issues as reliability and
long-term integrity of critical applications, energy efficiency of big data storage,
processing, organization, and quality assurance during the development of very
complex systems. Continuous research in the fields of intelligent information and
database systems provides an opportunity to identify and address those problems by
suggesting and creating further solutions and technologies.

The main goal of this book is to present and intensify practical application of
current knowledge and state of the art emerging in the field of intelligent infor-
mation and database systems. Thus, it includes a set of carefully selected research
papers presenting new methods, technologies and applications. The represented
scope of topics encompasses a wide spectrum of research subjects discussed both
from the theoretical and practical points of view. The book covers such fundamental
aspects of intelligent information and database systems as artificial and computa-
tional intelligence, nature-inspired algorithms and paradigms, collective knowledge
and ontologies, computer vision techniques, and multi-dimensional large-scale data
processing. At the same time, it presents a number of interdisciplinary topics
including social networks, system security, cloud computing, Internet of things,
business intelligence, and biomedical data analysis.

This volume in the well-established “Studies in Computational Intelligence”
series can be a valuable source of knowledge about current problems and solutions
in the field. It contains a selection of 34 chapters based on original research pre-
sented as posters during the Asian Conference on Intelligent Information and
Database Systems (ACIIDS 2019) held on 8–11 April 2019 in Yogyakarta,
Indonesia. This eleventh edition of the ACIIDS conference was organized by the
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Wrocław University of Science and Technology, Poland, together with BINUS
University, Indonesia, and their partners.

The book will be a useful resource and reference for researchers and practi-
tioners interested in increasing synergy between artificial intelligence and database
technologies as well as for graduate and Ph.D. students in computer science and
related fields.

Finally, on behalf of the Steering Committee, Program Committee and
Organizing Committee of the ACIIDS 2019 we would like to thank all the authors
for sharing their research during the conference. We also extend our thanks to all
reviewers for their time, engagement, and expertise. And special gratitude we
express to Prof. Janusz Kacprzyk, the editor of this series, and Dr. Thomas
Ditzinger from Springer for their interest and support for our project. The help of
those people was invaluable in the preparation of this book.

Yogyakarta, Indonesia Maciej Huk
April 2019 Marcin Maleszka

Edward Szczerbicki
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Proposing Smart Disaster Management
in Urban Area

Dyah Wahyu Sukmaningsih, Wayan Suparta, Agung Trisetyarso,
Bahtiar Saleh Abbas and Chul Ho Kang

Abstract This study identifies technology and data related to disaster management
with the concept of the Smart City. A natural disaster has a huge impact on city
sustainability, it could destroy physical infrastructure, harm people, or make activities
stop for a range of time. Environment evolvement in recent years, such as climate
change and increasing population impacted to the natural disaster casualty. It then
examines the technology to construct natural disaster management, consisting of
preparation, mitigation, response and recovery for disaster recovery. Technology,
such as IoT, GIS, big data, AUV, and Social media can be integrated to provide
a solution for the city. Furthermore, this study proposed a model for smart disaster
management that integrates ICT (Information and Communications Technology) and
Smart City domain.

Keywords Smart city · Disaster management · Natural disasters

1 Introduction

Currently, 55% of the world’s population lives in urban areas, and this proportion
is predicted to have 68% growth by 2050. Urbanization, which means a shift in
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the population from rural to urban areas related with world population growth, an
additional 2.5 billion people will live in urban areas by 2050, nearly 90% of them
in Asia and Africa. Many countries will have to face the challenges of their growing
urban populations, that includes some consideration about transport, housing, energy
systems, and infrastructure, as well as education, employment, health care, decent
work and a safe environment [1]. When the city becomes more important in the
future, a smart city is a concept to utilize ICT to help the citizens in a very day life
and make the city more sustainable.

A disaster is a phenomenon that causes tremendous losses of life, property and
the environment in a very short period of time. Nowadays when urbanization is at its
peak, most of the population density would be concentrated on the city. Therefore,
disasters that occur in urban areas with such a large population can cause the death of
many people and loss of property [2]. To best of our knowledge, disaster management
is rarely discussed as part of smart city initiative. Despite the fact that for any event of
a disaster will affect city sustainability. For practical reason, this paper will examine
only natural disaster, which is a disaster that caused by the mother nature. The aim
of the present research is to identify what kind of technology that can be integrated
into smart disaster management and which information and data will be provided.

2 Literature Review

2.1 Smart City

To get insight about the concept of the smart city, we need to understand why cities
have a significant and important role in the future, especially in the social and eco-
nomic aspects of the world, and that they also have a strong impact on the envi-
ronment. A smart city definition has been reviewed by [3] and [4], keep pace with
changes in the field of information technology as a new approach to mitigate and
give solutions for the urban problem and make development more sustainable.

There also two domains that applied in this term. First, the domain where ICT
becomes a machine used in assisting cities in overcoming problems, for example,
energy grids, water management, natural resources, mobility, waste management,
and logistic. Secondly, this smart city has also been applied to “soft domain” such
as culture, education, social inclusion, government, and political innovation, where
the use of ICT is usually not too crucial, but as additional support. Neirotti classified
each domain and sub-domains in the smart city as described in Fig. 1 [5].

As state by Cocchia [4], smart city definition by Giffinger and Gudrun [6] is the
most cited, “A Smart City is a city well performing built on the ‘smart’ combination of
endowments and activities of self-decisive, independent and aware citizens”. Albino
et al. [3] has been trying to provide some of the key factors and concepts of Smart
City, therefore Smart City’s focus is not just on smart technology, but also on solving
core urban and regional issues. There are three fundamental issues that need to be
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Fig. 1 Domain and sub-domain in smart city

addressed in cities whose smart technology can help solve these problems: culture,
metabolism and governance.

Ojo et al. [7] summarize the concept of “smart city” as an interaction between
technological innovation, organizational innovation, and policy innovation. Sectors
that are typically affected by smart city initiatives include transport, environment,
governance, energy, lifestyle and people, technology and infrastructure.

Significant progress has been made in information technology, such as sensors,
actuators, and smartphones, which create great business potential for the Internet of
Things, as all devices can be interconnected and communicate on the Internet. Then
data can be analyzed using big data technology.

2.2 Disaster Management

This paper will take a definition of disaster from two UN agencies, CRED (Centre for
Research on the Epidemiology of Disaster) and WHO (World Health Organization).
CRED defines a disaster as “a situation or event which overwhelms local capacity,
necessitating a request at national or international level for external assistance; an
unforeseen and often sudden event that causes great damage, destruction and human
suffering”. The WHO definition of natural disaster state that “A natural disaster is
an act of nature of such magnitude as to create a catastrophic situation in which
the day-to-day patterns of life are suddenly disrupted and people are plunged into
helplessness and suffering, and, as a result, need food, clothing, shelter, medical
and nursing care and other necessities of life, and protection against unfavourable
environmental factors and conditions.”

United Nation classifies natural disaster to Floods, landslides, earthquakes,
extreme temperature, storms, wildfire, volcanic activity, drought, and mass
movement-dry. Disasters occur when natural hazards that lead to the death or accident
of people who are at risk or the loss of valuables. Vulnerability emerges and increases
for various reasons, including population growth, urban development at vulnerable
sites, land use change, environmental degradation, weak governance, poverty and
inequality, and climate change [8]. UNISDR report, that between 1998 and 2017,
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climate-related and geophysical catastrophes killed 1.3 million people and caused
another 4.4 billion injuries, homeless, displacement or emergency relief.

In managing disaster, it is necessary to understand the Disaster Management
phase, therefore solutions have to related to the following phase: preparation,
response, recovery, and mitigation. (1) Hazard mitigation is a continuous effort to
reduce the physical and social impact of future disasters. There are two main types
of mitigation: Structural mitigation and non-structural mitigation (2) preparedness,
action taken before a disaster to deal with anticipated disaster response and recovery.
(3) Response, Direct protection of life and property, damage control and minimizing
the impact of disasters. (4) Recovery, in this case both short-term activities, to restore
the vital physical and social systems, concurrently for long-term activities aimed at
restoring system to pre-disaster conditions [9, 10].

ICT (Information Communication Technology) has become an indispensable part
of implementing disaster management. The application of ICT at the beginning had
the effect of weather forecast and communication for disaster announcements. The
advance of the new technology can provide an improvement in the field of disaster
management.

2.3 Technology Solution

Smart disaster system task is to perform any action pre-disaster until post-disaster that
give warrants to save people and protect property. To properly manage disaster events,
information must be collected, such as: by sharing resources (data or information) and
coordinating, making decisions and activities. In addition, these resources and data
must be collaborated to accomplish complex tasks such as evacuation of geographic
areas and operations with actuators. The insufficiency of integrated platforms and
infrastructures leads to failure of emergency management [11].

IoT (Internet of Things)
IoT is a broadband network that uses a standard communication protocol whose point
of convergence is the Internet. The main concept of IoT is the presence of universal
objects that can be measured, derived and understood, and that can transform the
environment. Because of this, IoT is made possible by the development of various
objects and communication technologies. Example of the IoT technology found in
smart devices, including cell phones and other items such as an appliance, landmarks,
monuments, and works of art that can be general objectives [12].

Using IoT, system can integrate between internet and any device/object. Sensors
can be developed at different location for any purposes (e.g. Weather and water sys-
tem, environmental pollution, surveillance system). IoT in smart disaster system that
installs in Weather and water systems can apply some sensors to provide appropriate
information like temperature, wind speed, rain, and pressure.

Cloud-Based Big Data
Big data can also activate disaster resilience for smart cities. The use of huge data
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and data analytics in smart city development is increasing resulting from intelli-
gence processing, exploitation, dissemination, and analysis. Today we see unusual
interdependence on a local and global scale, and today’s risks are systemic, viral,
devastating and unpredictable consequences. Therefore, traditional emergency man-
agement methods or technology cannot encounter this new challenge. Big data, with
the advantages of data collection, data merging, data storage, data analysis, data
representation, and data visualization can be used to mine patterns, analyze user
behavior, visualize, and track data among communities to overcome the underlying
vulnerability. With big data, disaster managers can identify potential risks, make
actions to prevent risks and ultimately enable the resilience of the city [13].

The development of crisis analysis-based on the big data platform offers many
applications that can improve the response to disasters. Disasters often have a sequen-
tial impact (e.g. tsunamis followed by earthquakes). Analysis platforms have to be
developed in real time to prioritize urgent problems, avoid further dangers, for exam-
ple, coordinate aid organizations and organize first responders. Some features that can
be done using big data include: Emergency services need to process large amounts of
data that are entered through multiple channels, such as first responders, satellite net-
works, sensors, and social media. Therefore, the major challenge is to develop data
integration protocols that ensure proper data collection, modeling, and messaging
systems [10].

GIS (Geographic Information System) and Remote Sensing
Natural disaster management requires many types of information that have a spatial
component. Geospatial data includes data with geographical components such as
maps, aerial photographs, GPS data, rainfall data, satellite imagery, Roads, land
use, hydrography, elevation, boundaries, image base, etc. Information from remote
sensing and GIS has proven useful in disaster management.

Remote sensing is an activity that uses satellite or sensor from aircraft to detect
and classify objects on earth. Remote sensing is one of the most advanced ways to
detect forest fires. Spaceborne (satellite) instruments with built-in sensors provide
information about forest fires on the earth’s surface. An example of remote sensing
is the use of lasers to tracking smoke plume boundaries, its top height, dispersion,
and a change of its intensity with time [14], another example of remote sensing
usability is to detect landslides [15]. Westen [16] describes GIS and remote sensing
role in disaster management: marking left by previous disasters, recognize the initial
stage of the event, monitoring events, planning evacuation route, search and rescue
operation.

Data integration for GIS and types of information are required [16, 17]:

• Data at the disaster phenomenon (e.g. floods, Landslides, earthquakes), their fre-
quency, vicinity, price, etc

• Data at the environment where the disaster possibly take regions: geology, topog-
raphy, hydrology, geomorphology, land use, soils, plant life and masses of others.

• Data on the factors that are likely destroyed if the event takes place: settlements,
infrastructure, the populace, socio-monetary statistics and so on.
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• Data at the emergency comfort property, which embody hospitals, police stations,
hearth brigades, warehouses and loads of others.

Social Media
Nowadays, social media emerged as an important party and playing a significant role
in disaster management and response. Social media has a potential source of informa-
tion to improve the management of emergency situations such as disasters triggered
by natural hazards. Recent research has concentrated on using social media not as a
stand-alone information source but also join with other information. Social media has
advantages include crowd-sourcing, speed, and easy to access from mobile devices.
It also has disadvantages include bias in user base; confusing information between
related and informative and false content, and out-of-date information. Twitter is one
of the most used social media in term of disaster information, GPS in the smartphone
provides geo-tagged for twitter users [18, 19].

UAV (Unmanned Aerial Vehicle)/Drones
UAV (Unmanned aerial vehicle) or drone playing a vital role as first responders
during the disaster. UAV can achieve a better understanding of which infrastructure
are affected by the event, how much this infrastructure is damaged, how the traffic
infrastructure is affected and how many potential people are affected by the event
[20].

Some application of UAV in the disaster event such as Monitoring and early
warning, disaster information sharing, evacuation support, communication system,
SAR, Damage assessment.

3 Research Method

This paper proposes the model for mapping disaster management and smart city
domain. Following this model, apply technology related to disaster management
solution. This paper examines from a study that has ever existed, then put techno-
logical solutions related to the domains in smart cities that are connected to disaster
management.

For the purpose of understanding how social media used during the rainy season,
this paper examines twitter usage monitor tweet related to “banjir” (flood) in Indone-
sia. Flooding is an event that often occurs during the rainy season in Indonesia. The
event not only happened because of high rainfall but also because of human factors
and infrastructure. The peak of a rainy season usually happened in January until
February, but the data gathered from early December when rainy season has just
begun.

The data were collected by querying using NodeXL (basic) and Twitter API from
28 November 2018 to 2 December 2018, this collection contains on average about
1262 tweets and mention, and data was sampled by tweet every day after 06.00 p.m.
We further filtered tweets by keyword “banjir”.
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But, to request tweet with a geolocation, that indicates user location, there is
difficulty that NodeXL follows rule from twitter search and location search was de-
activate. Consequently, for analyzing user location to match with tweets in urban
area, we use manual searching for city in Indonesia, like “Jakarta”, “surabaya” and
other location that indicates place in city area like “fatmawati” which is sub-district
in Jakarta.

Afterward, we further cleansing tweet and excluded those outside Indonesia and
“mentions” and “replies to” type of tweet. Total tweet collected are 290, tweet then
classified based on the thematic coding, tweet coded manually and group into seven
thematic group adapted categories from [18]. Group of thematic categories consist
of (1) ‘volunteer actions’, (2) ‘media reports’, (3) ‘traffic conditions’, (4), ‘first-
hand observations’, (5) ‘official actions’, (6) ‘infrastructure damage’ and (7) ‘other’.
Table 4 present result from tweet thematic classification.

This study also classifies tweet by its content, using classification adapted from
[21], these categories are related-informative, related-not informative and not related.
Related category concern about tweets that talks “banjir” as flood event no other
meaning of the word. For example “banjir itu berkah” (the flood is a blessing) was
categorize as not related. Informative category use for tweets that gives useful infor-
mation to flood event and not for other purposes. For example “yg mau melintasi
jalur purwodadi pati harap berhati, Banjir yg arusnya kuat dari atas” (who want
to cross the purwodadi pati, please be careful) categorize into related-informative.
Tweet categorization based on relatedness presented in Table 3.

4 Results and Discussion

4.1 Smart Disaster Management

A sustainable city is inseparable with managing disaster event. Combining possible
technology will make it more effective and useful for both the city and its citizen.
Figure 2 describes a technology which already uses in disaster management. The
model integrates technology with smart city domain with the intention to give more
quick and reliable solution for the future event.

An action was taken in every phase of disaster management that state by National
Research Council (NRC) [9] mapping into smart city domain described by Neirotti
et al. [5] to give clear visibility for authorities and citizen. Action and data provide
from disaster management described in Table 1, every phase is fulfilled by smart city
domain and contribution that smart city should plan in disaster management.

Furthermore, technologies solution for smart disaster management describe in
Table 2. In addition, these technologies will provide information which available for
authorities to use and optimize to gain advantage from smart disaster system pre-
sented. This solution was obtained from previous literature and research, for instance
[16] already presented the utilization of GIS and remote sensing for every phase of
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Table 1 Mapping disaster phase and smart city domain

Smart city domain Disaster phase

Preparedness Mitigation Response Recovery

City logistics Mapping
logistic route

Logistic
evacuation
support

Send logistic
along with the
rescue team

People mobility Mapping
evacuation
route

• Evacuate
geographical
area

• Tracking
people
location

• Alarm
people
through
mobile
phone

• Prediction
population
displacement

• Identify area
affected

Pollution control Install IoT in
water and
weather
system

• Analyze data
from remote
sensing

• Analyze
anomaly of
precursor

• Spatial
monitoring

Public safety • Potential risk
identification

• Identify
important
place for
people

• Crowd-
sourcing for
disaster
information

• Early
warning

• Sending
search and
rescue team

• Predicting
future event
and impact

Health care Mapping
rescue team
route

• Dispatch
emergency
and rescue
team

• Disaster
response
system

Building Mapping
danger zone

• Damage
assessment
for
reconstruction

• Update
danger zone
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Fig. 2 Smart disaster management

disaster management. Recent technology introduced UAV and drones for image cap-
ture and aerial data gathering, using UAVs can make observations of disaster-affected
areas faster and real-time [20].

Finally big data consolidate all the data and analyze them then provide valuable
information for agency, government and emergency services personnel. With the aid
of these information, it is expected that decision making can be done more accurately.
In some cases, there is a combination and integration between each technology, data
from different platform has enormous amount of specific data (location, sensor,
spatial), big data can provide real-time information for emergency services.

The flood forecasting system design for the Krishna River valley with GIS and
meteorological data. The map is created with ArcGIS, which includes the depth of
inundation and the degree of flooding with presentation maps. This information will
be available to the relevant authorities in the near future in order to take the necessary
action [22].

Recent experience shows that the public can use social media and Web 2.0 inter-
active Web sites to communicate effectively and inform online colleagues about
event location information by creating map-based mashups. Cartographer Experts
and emergency response professionals can benefit and collect various types of infor-
mation [23].

Study on Floods in Germany and how related information from Twitter and real-
time event show significantly information from Twitter as disaster response and
monitoring management. From that study found that Tweets related to the high of
water level related to the proximity of the tweet. The study correlates the proximity of
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Table 2 Technology applied for smart disaster management

Technology Applied Data

IoT • IoT sensor on water gauge
and weather system

• IoT sensor for temperature,
CO and CO2 level in the
forest for monitoring forest
fire

• IoT on the ocean for
detecting a seismic wave
(e.g. Tsunami)

Water sensor, weather sensor,
emergency service wireless
network, surveillance,
seismic, air pollution

GIS and smart sensing • Provide spatial data of the
affected area (mapping
disaster area)

• Zoning the area based on
risk magnitude

• Simulating damage scenario
• Planning evacuation and

operation
• Damage assessments for

rehabilitation and
reconstruction

Spatial data (maps, satellite
imagery, aerial photographs,
GPS data, Roads, land use,
boundaries, rainfall data,
hydrography, elevation)

Social media • Communication and
interaction between agency
and community

• Information dissemination
• Early warning

Geo-location, hashtag,
frequency of tweets

Smartphone and wearable • Early warning
• Tracking, navigating

searching and rescuing

GPS

UAV/drones • First responder, capture area
affected by the disaster

• Access to
hard-to-reach-area

Image, GPS/location

Big data • Analyze

tweet using geo-tagged and water gauge sensor [18]. Another work [19] examining
twitter usage in Padang, suggests that government adopts Twitter as an element of
disaster management for planning and an early warning.

Table 3 shows the distribution of relatedness found in flood event, 43% of the
tweet is not related to “banjir”, and only 27% of the tweets related and informative,
Table 4 shows the distribution of content-type found in flood event. “other” content
type has the highest portion of 64% of tweet, with some portion of the tweets is
running by tweet bot. The second highest portion 21% are tweets from online media,
reporting about flood event. From this data, we can observe considerable tweets that
are not informative and most of the informative tweet is from online media. But this
can also occur because the rainy season is not yet at its peak, so people have not felt
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Table 3 Tweets categorized by relatedness

Period 28 Nov
2018

29 Nov
2018

30 Nov
2018

01 Dec
2018

2 Dec
2018

Total

All
Tweets

27 100% 21 100% 58 100% 90 100% 94 100% 290 100%

Related-
informative

7 26% 4 19% 12 21% 30 33% 25 27% 78 27%

Related
not infor-
mative

9 33% 10 48% 15 26% 13 14% 40 43% 87 30%

Not
related

11 41% 7 33% 31 53% 47 52% 29 31% 125 43%

Table 4 Tweets categorized by content type

Period 28-Nov-18 29-Nov-18 30-Nov-18 01 Dec
2018

02 Dec
2018

Total

All Tweets 27 100% 21 100% 58 100% 90 100% 94 100% 290 100%

Volunteer
action

0 0% 0 0% 0 0% 2 2% 0 0% 2 1%

Media
report

10 37% 7 33% 17 29% 31 34% 20 21% 85 29%

First
observation

0 0% 4 19% 3 5% 1 1% 0 0% 8 3%

Official
action

2 4% 0 0% 1 2% 2 2% 3 3% 7 3%

Infrastructure
damage

0 0% 0 0% 0 0% 1 1% 0 0% 1 0%

Traffic
condition

0 0% 0 0% 1 2% 0 0% 0 0% 1 0%

Other 15 56% 10 48% 36 62% 53 59% 71 76% 185 64%

a crisis. Caution and advice tweet about flood situation frequently came from online
media.

On the search for location related tweet, we found that some of tweets that indicate
for location, for example

“Wah musim hujan jakarta banjir lagi nih” (Wow, the Jakarta rainy season floods
again)
“Warga Bekasi Berharap Solusi Untuk Atasi Banjir” (Bekasi Residents Hoping for
Solutions to Overcome Floods)

Some of the locations that mention in tweets related to location are: Jakarta/DKI,
Bekasi, Jembarna (Bali), Pesawaran (Lampung), Bandung, Fatmawati (Jakarta sun-
district), Tangerang, Gumilir (cilacap), Sunter (Jakarta sub-district).
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Most of the tweet from residents that mention about location, is mention city area.
Tweet from media and government covers a wider area like province and village.
This is an interesting insight if there is a disaster that has a greater impact, then it is
probable that the information from Twitter will come from urban areas.

Do not conclude that information from social media is useless, we can position
twitter media to provide insight if we can understand the details of diffusion from
the twitter data. Government or any disaster agency who need to develop disaster
system must identify data from Twitter that is relevant to the disaster event. and
seeing that most tweets come from urban areas, this can be a consideration for using
this information as a warning system in mitigation in disaster situations and apply
this to the smart city system.

5 Conclusions

Smart disaster management models in this document provide insight into technolo-
gies that can help with disaster management, and how they can be integrated into a
smart city model. As a result, it can provide up-to-date information and references to
take action that can prevent and minimize disasters. Furthermore, in the event of the
disaster, the system is able to display real-time situation and execute a rescue plan.

From the previous study, there is some advanced technology that useful for pro-
viding solutions in disaster management. These technologies provide data and infor-
mation that can be used to support actions in each phase in disaster management.

Analysis from twitter data shows the participation of the community to provide
information. Active social media users are widely located in urban areas, information
from these users provide information if analyze more thoroughly. The government
must take steps and find ways to optimize the benefits of social media. Noticing the
effectiveness of users on social media, the government must also be proactive, not
only gathering information but also using social media as a tool to communicate
accurate information to citizens.

To capitalize on the potential of implementing intelligent disaster management,
the future work has to explore any potential collaboration between other technology.
For example, information from social media integrates with GIS and remote sensing,
or collaboration between UAV and social media using semantic web and machine
learning to analyze data.
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Ubiquitous Rehabilitation Combining
Inertial Measurement System with
Smartphone and Supported by Visual
and Voice Feedback

Bartłomiej Pędrys, Henryk Josiński and Konrad Wojciechowski

Abstract The positive influence of physical activity on people’s health and
well-being is no longer a doubt. Instead of “do we need to exercise?” people ask,
“how to exercise?” what is noticeable in growing interest in active lifestyle websites.
Following the trend, additionally considering the popularity of smartphone appli-
cations, affordability and still decreasing size of inertial measurement unit based
motion capture solutions, a new system prototype has been proposed. Smartphone
connected with inertial measurement sensors will allow users to perform an inde-
pendent, ubiquitous rehabilitation.

Keywords Ubiquitous rehabilitation · Inertial measurement unit · Smartphone ·
Attitude and heading reference system · Unity

1 Introduction and Motivation

At the beginning, it is crucial to discuss three important aspects. First, with the
constant development of technology, people got used to still increasing ease of per-
forming the same actions e.g. simplicity of taking picture with camera embedded into
the phone which superseded photographic processing. Whenever possible, multiple
tasks are done simultaneously. Smartphone is a type of solution for such need, and
that is the reason why it attracts so many users.

The second aspect relates to increasing trend of sedentary lifestyle. Office based
jobs connected with no physical activity have a negative influence on people’s health.
Even the simplest exercises can significantly improve blood circulation what results
in better oxidation of the brain. This type of exercises may be useful in the process
of rehabilitation e.g. for people recovering from surgeries or car accidents.
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The last aspect is the increasing affordability of inertial measurement sensors com-
bined with their decreasing dimensions. IMUs (inertial measurement sensors) will
soon be classified as wearable hardware what will be a beginning of their everyday
use.

A system that combines the aforementioned aspects was designed to create a new
product that responds to the problems of today’s community. The paper describes
the stage of planning and implementation of the system’s prototype, and its tests.

2 Background

Popularity of rehabilitation aided by computer visualisation is growing. Beside cus-
tom systems developed for such applications, there are many other devices e.g.
Kinect, IMU-based suits, or smartphones with suitable sensors integrated [1, 2, 5].
Commonness of devices which involve mentioned sensors (e.g. smartphones) makes
these solutions much more affordable.

Mobile devices which are present in almost everyone’s life can aggregate data
about their activity. Accurate analysis of gathered big data can result in targeted diag-
noses e.g. faulty posture diagnose [4]. Current computing power combined with pop-
ularity of smartphones caused more frequent use of them during rehabilitations [7].

Authors of newest rehabilitation applications are using as advanced solutions as
possible to make this form more user-friendly [8]. Currently the attention is focused
on creating easy to interpret forms of graphical representation of collected data [9].
Especial example is a 3D avatar which is an exact projection of the patient [10, 11].

One of the most popular forms of entertainment are games for mobile devices.
This fact can be used to make rehabilitation processes more attractive [6, 12]. In
addition, smartphones are able to send notifications which can help patient exercise
regularly.

Except easy to interpret visualisations, one of the most important aspects are
mobility of the system and its low cost [5].

Innovation of presented solution is a combination of all mentioned advantages.
Special attention has been paid to: low cost of the device, high popularity of target
equipment, easy interpreted visualisations and the intuitive control. Additionally,
presented product is implemented with additional notification system and mirror-
screen technology.

2.1 Inertial Measurement Unit

Inertial navigation sensors are necessary part of presented product. They expand pos-
sibilities of the smartphone. Each sensor is equipped with gyroscope, accelerometer
and magnetometer. All of them are working in three perpendicular axes, shown in
Fig. 1.
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Fig. 1 Axes layout of a
single IMU module

2.2 IMU Based Motion Capture Suits

Motion capture (mocap) systems available on the market differ from each other in
price, quality of obtained measurements (which also depend on algorithms used to
process the signal), quantity of sensors and method of their connection. Most often
the set of sensors is attached to a cloth suit, creating a ready-to-wear motion capture
solution.

In contrast to commonly used wired protocols (standard RS-232, RS-485), pre-
sented prototype uses wireless solutions based on Bluetooth and Wi-Fi technologies.

2.3 IMUs Data Output

Raw signals given by sensors are: angular acceleration, linear acceleration and mag-
netic field magnitude. Values are measured individually for each of three perpendic-
ular axes.

Most of market available motion capture systems based on inertial navigation
sensors give orientation of the individual module defined as rotation unit quaternion.

Quaternions are number system that extends the complex numbers, presented in
computer science as four floating point numbers. A unit quaternion is a quaternion
of norm one. Such quaternions can be identified with rotations in three dimensional
space, which in combination with the specific properties of their algebra makes them
a convenient tool.

A quaternion is defined by the following formula:

q = a + bi + cj + dk (1)

where a, b, c are real numbers and i, j, k are fundamental quaternion units (i2 =
j2 = k2 = ijk = −1). A quaternion can be treated as a pair of angle and the vector
around which the rotation is made. Assuming an angle of rotation θ , and a norm one
vector u representing the rotation axis, the scalar part of quaternion a = cos ( θ

2 ) and
(b, c, d) = sin ( θ

2 ) · u is the vector imaginary part [3].
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3 Case Study—System Prototype

3.1 Basic Functionalities

The main objective of the system is to allow the user to exercise at any time using
wireless IMU sensors connected to the smartphone. After initial interpretation, the
measurements made by the sensors are sent to the smartphone in the form of orien-
tation quaternions. These quaternions are then used to overwrite the rotation values
of the corresponding parts of the avatar. Two animated avatars are displayed on the
phone screen, one of which presents the exercise performed correctly and the other
one is animated by data provided by inertial measurement units.

Before starting the exercise, user can familiarize himself with its course by observ-
ing an animated avatar driven by a reference motion capture recording. The angle
and position of the visualization camera can be freely changed, allowing the user
to observe exercise from any perspective. Playback of the animation allow paus-
ing, rewinding, speeding up and down, and is seamlessly looped, maintaining the
interface’s transparency as in Fig. 2.

Positions of predetermined control points placed on the hands, knees, elbows and
feet of avatars are compared, resulting in an array of error vectors. Based on the
vector magnitude, indicator of exercise quality located on control points of avatar
goes from green to red (where green stands for small magnitude, and red for large).
Indicators are represented by primitive shape e.g. sphere or cube as in Fig. 3. After
exceeding the configurable error threshold, an audio message with the suggested
posture correction is played.

Selected characteristics of the course of the exercise performed by the user should
be able to be saved for later interpretation by a physiotherapist.

Fig. 2 Prototype appearance
of the exercise preview
screen
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Fig. 3 Prototype visualization of error indicators during execution

Fig. 4 Location of IMU
sensors during arm exercises

3.2 Hardware Requirements

Discussed prototype assumes the use of smartphone with Android 5 or later version,
connected with wireless motion capture system based on inertial navigation sensors.
Quantity of sensors is not strictly determined but it depends on type of the exercise.
Number of sensors required for activity involving whole body oscillates near seven-
teen while hand to arm exercise requires only three sensors placed as shown in Fig. 4.
Market available wireless IMU sizes are similar to a box of matches what qualifies
them as fully mobile devices.
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3.3 Reference Recordings

Application enables user to get acquainted with exercise guidelines by watching the
display of animated avatar. Accuracy of exercise is determined using the difference
of predetermined control points distances between reference and controlled avatar
(controlled by user’s moves). It is possible to derive error vector for every pair
of reference and control points according to formula (2). That fully explains why
preparation of reference recordings is crucial for every provided exercise. Recordings
are prepared using highly accurate motion capture system, under the supervision of
professional physiotherapist. To improve aesthetic values of recordings, animations
are processed and adjusted for looping. Properly prepared files are exported to popular
in Unity environment format fbx.

ERROR(A, B) =
⎡
⎣

Bx

By

Bz

⎤
⎦ −

⎡
⎣

Ax

Ay

Az

⎤
⎦ (2)

where
A, B - compared position vectors

3.4 Layer Divided System

To fully explain the idea of prototype it is necessary to separate it into three following
layers which are presented in Fig. 5:

• motion capture layer,
• user device layer,
• application layer.

The separation is made with prototype function determinant. It allows to retain full
flexibility during final system design.

3.5 Motion Capture Layer

Prototype involves wireless system with adequate number of IMU sensors to a chosen
exercise. Each sensor, being part of the mocap suit, returns its current unit rotation
quaternion. Data are transmitted further to the smartphone via Bluetooth or WiFi.
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Fig. 5 Layers of the system

3.6 User Device Layer

According to the assumption that inertial navigation modules are wireless, smart-
phone aggregates data using Bluetooth or Wi-Fi technologies. The use of smartphone
takes place through touchscreen, whose size and resolution have an influence on
application readability. Exercise progress and application use are supported by voice
notifications, consequently the speaker or headphones output are necessary. Smart-
phone device is recommended for prototype development because of it’s mobility
however there are no set up limits for device selection as long as it fulfills hardware
requirements.

There is a possibility to show application on TV screen by using mirror screen tech-
nology preceded by launching the appropriate version of application on
computer.

3.7 Application Layer

Prototype of rehabilitation application was prepared by using integrated Unity game
engine environment. It allows relatively hassle-free change of target platform and in
addition it delivers all needed equipment for visualisation. Communication interface
is completely separated from application logic to provide problem-free integration
with different motion capture technologies, independently from communication pro-
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Fig. 6 Voice notifications assembling scheme

tocol. Environment chosen by authors enables seamless rendering of two animated
avatars at once on smartphone screen, audio support and easy access to C# libraries.

3.8 Voice Notifications

To achieve versatility of evaluation criterion and voice notifications, the authors
decided to examine the deviation between control points discussed in Sect. 3.3. In
the program, deviation is implemented as a vector, what results in getting additional
information about direction of the error. By processing such vector, it is easy to
determine how to move part of body to which the control point was attached. Based
on the name of the control point and its error vector full messages are created. The
message preparation procedure starts with determining the body side, checks which
checkpoint applies, then calculates the direction of movement improvement (see:
Fig. 6). Obtained content of message can be read by text-to-speech technology or by
the combination of sound samples with recorded speeches.

Not all messages are created based on control points—every exercise got it’s
exclusive set of messages proposed by the physiotherapist in the process of planning
the exercise. Example exercise guidelines are presented in Table 1. There are also
messages not connected directly with the course of exercise, e.g. information about
connection or discharge of motion capture costume.

3.9 Excercises Files

During the implementation, it was assured that new exercises can be added and
edited effortlessly. Each exercise corresponds to a single structure built according
to the diagram in Fig. 7. A single exercise file contains information about the name
of the exercise, the location of the IMU sensors on the patient’s body, a reference
recording of the exercise run, prepared as described in the Sect. 3.3, and its short text
description. The set of files embedded in the application is called excercise pack.
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Table 1 Example guidelines of exercise

Exercise phase Phase description Initial messages Correction commands

(Starting position)
Stand up straight

Feet slightly apart,
knees straight, upper
limbs on the hips, head
straight

‘Stand up straight’
‘Upper limbs on the
hips’

N/A

(Motion) Alternate
bending and
straightening of the
knee joints

Lower limbs
alternately bend in the
knee and hip joints,
lifting the knees to the
hip

‘Bend your knees to
your hips’
‘Alternately, right and
left limb’

‘Knees higher!’
‘Hands on hips!’
‘Straighten the spine!’
‘Head straight!’

(Final position) Stand
up straight

N/A N/A N/A

Fig. 7 Exercise files scheme

Depending on the scope of patient rehabilitation, the application will be equipped
with an excercise pack corresponding to her/his disease. Creating sets of exercises
is unrestricted.

3.10 Data Aggregation

Data flowing from the inertial navigation sensors to the main application can be
aggregated and reviewed later by the patient or physiotherapist. It is possible to save
data concerning not only the time of the exercise, but the number of repetitions, type
of exercises and the exact course of each movement. Such information provided to
a physiotherapist can help in the verification of disorders in the field of motor skills
of a given patient.
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3.11 Ubiquitous Rehabilitation

One of the assumptions of the application is to enable the patient to rehabilitate
ubiquitously. This is achieved not only by the small size of the necessary devices,
but also through the notification system. The mobile application installed on the
patient’s phone is enabled to send notifications that may remind the user to perform
the exercise at set time intervals. Such a system of reminders can significantly improve
the regularity of exercises.

3.12 Tests

Motorola Moto G3 was used during the tests. Custom system for capturing motion
was used, based on three inertial navigation modules communicating over the air via
the Wi-Fi standard.

The IMU sensors were refreshing their orientation quaternions with a frequency
of not less than 60 Hz, what allowed them to detect even sudden movements. The
issues of time synchronization between module measurements, processing raw data
into an orientation quaternion, and transmission of the combined measurements of
all the suit sensors into single packets has been ensured on the part of the used motion
capture system.

The load test of the application was performed, in which set of 10, 100, 200 and
400 modules were simulated in succession. Considering the fact that the most popular
suits for motion capture use less than 40 modules, test results show that Application
Layer does not limit the speed of the system. The main factor determining the delays
in the prototype is the system used for motion capture and the characteristics of its
data transmission. The delay between the user’s movement and its visualization on
the three-dimensional avatar is shorter than two refreshment cycles of the orientation
quaternion. The performance test screen and results are shown in Figs. 8 and 9.

The tests did not focus on the specifications of used motion capture solution due
to the fact that the application is universal and can be combined with any Wi-Fi suit
returning an orientation quaternion.

Starting the early phase of the implementation, a test environment was created. It
simulates the operation of the IMU-based system which allows the verification of the
application’s assumptions without connecting to the actual motion capture device.
Application tests, during which the operation of the implemented functionalities was
checked, were successful. The measurement accuracy of the motion capture suit as
well as its transmission speed have reached the values predicted for this system. A
basic set of 10 exercises was created covering the range of the entire human body.

Implementation and subsequent tests were a valuable help for planning the further
development described in Sect. 4.
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Fig. 8 Performance test executed on smartphone

Fig. 9 The effect of the animated modules number on screen refresh rate

4 Further Development

Currently, the application is at the stage of an early prototype. Testing phase described
in Sect. 3.12 allowed to verify the assumptions and to choose the appropriate direction
for further development of the prototype. It is planned to extend the set of exercises
with additional packages, not only related to rehabilitation processes, but also to
recreational purposes. The aesthetic improvements of the interface and avatars will
be introduced. The application will be supported by detailed documentation. System
integration tests will be also carried out with various motion capture devices available
on the market. After performing described activities and removing any detected
errors and conflicts in the software, research will be conducted on a wider group of
recipients.
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5 Conclusions

The paper presents a prototype of a standalone solution allowing for independent
rehabilitation using fully portable devices, such as smartphone and wireless IMU
sensors.

Data transmitted from inertial navigation modules are received by smartphone,
then interpreted and visualized in the form of an animated avatar. The high portability
of the solution allows exercises to be performed anywhere, at any time, enabling the
rehabilitation to be ubiquitous.

Presented system helps the user get familiar with the movements performed during
the exercise by previewing them on the animated avatar. The proposed solution
provided voice notifications that facilitate the operation of the software and the course
of rehabilitation. Using the functionality of later versions of Android, it is possible
to display the application’s view on the TV screen via the mirror-screen function.

The built-in notification system supports regularity of the exercises. The data
aggregated by the smartphone related to the patient’s movement can be reviewed and
interpreted by the specialist supervising patient’s health.

Due to isolation of the visualization logic and the communication interface
between the phone and the motion capture system, this solution is fully universal
and can be adapted to various types of inertial navigation devices.

While designing the solution, usage of Android system was assumed, but the
chosen software development environment allows to transfer the application to other
popular platforms such as Windows and iOS.
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Decision Making Based on IoT Data
Collection for Precision Agriculture

Christine Dewi and Rung-Ching Chen

Abstract Internet of Things (IoT) is a shared network of things which can associate
with each other through the internet connection. IoT plays a vital role in the agri-
culture industry which can feed 9.0 billion people by 2050. Precision Agriculture
provides a novel solution using a systems approach for today’s agricultural issues
such as the need to balance productivity with environmental concerns. This paper
proposes IoT for local information data collection on Precision Agriculture and uses
some case study for examples. In this paper, we aim that the internet of things can
be used to collect local information data on precision agriculture. The farmer could
get the real time data for monitoring his field. Moreover, by using this technology,
farmers can effectively use the information to achieve higher yields and therefore
earn higher profits.

Keywords Internet of things · Local information · Data collection · Precision
agriculture

1 Introduction

As of now the total population of the world is presumed to be approximately 7 billion
and is projected to increase by 2.0 billion in just 40 years, reaching 9.0 billion by
2050 [1]. This global resident growth affects the problem of food shortfall, and it
becomes a world-scale problem. As the world’s population grows, farmers will need
to supply more food. Moreover, there are some innovations in the agricultural field,
for example, the concept of Precision Agriculture. Precision Agriculture provides
a novel fulfillment using a systems approach for today’s agricultural issues such as
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the need to balance productivity with environmental concerns. It is based on the
implementation of foremost information technologies. It includes describing and
modeling variation in soils and plant species and integrating agricultural practices to
meet site-specific requirements.

Furthermore, Precision Agriculture is the concept of using new technologies and
collected field information. The main activities of Precision Agriculture are data
collection, processing and variable rate applications of inputs. In addition, Internet
of Things (IoT) technology is currently shaping different aspects of human life.
Precision agriculture is one of the paradigms which can use the IoT advantages to
optimize the production efficiency across the agriculture fields, optimize the quality
of the crops, and minimize the negative environmental impact [2]. The use of Wireless
Sensor Networks (WSNs) in precision agriculture upgrades the overall efficiency,
productivity, and profitability of the agricultural system. WSNs are key components
the IoT in which different pieces of information gathered from almost anywhere and
anything in the world is accessible through the Internet [2]. Of the various advantages
that IoT brings to the table, its ability to innovate the current scenario of farming
methods is absolutely ground-breaking. Mostly, we come across ideas that suggest
a wireless sensor network that collects data from the various sensors present in the
field and sends the data to the main central server. This method focuses on studying
the environmental factors to improve crop yield [3].

This paper proposes IoT for local information data collection on Precision Agri-
culture. This paper aims to implement IoT technology to get the data for monitoring
systems such as crop and soil monitoring, weather and air monitoring and working
machine monitoring. The remainder of the paper is organized as follows. In Sect. 2,
we review the related work and the proposed local information collection. The case
study of IoT architecture is presented in Sect. 3. The paper is concluded in Sect. 4.

2 Related Work

There are many types of research about the use of Internet of Things on Precision
Agriculture. Prasad et al. [4] propose an approach combining the advantages of the
significant characteristics of emerging technologies such as the Internet of Things
(IoT) and Web Service to construct an efficient approach to handle the enormous data
involved in agrarian output. The method uses the combination of IoT and cloud com-
puting that promotes the fast development of agricultural modernization and helps
to realize the smart solution for agriculture and efficiently solve the issues related
to farmers. This research use connectivity using existing 3G, 4G networks using
the available hardware is one significant advantage for Smart agriculture. Internet
of things paradigms are used as resources to facilitate decision making. IoT archi-
tecture, operating rules, and smart processes are implemented using a distributed
model based on edge and fog computing paradigms. A communication architecture
is proposed using these technologies. The aim is to help farmers to develop smart
systems both, in current and new facilities [5]. The important things to do in this
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paper describe how to collect the local information data use the IoT before analyzing
the other step.

The Internet of Things (IoT) is one network which contains physical objects
that are embedded with the electronic devices, software, connectivity and sensors to
achieve a higher value and provide some services regarding the exchange of details
with the product manufacturer, operator [4]. IoT is developed using architectures
based on layers capable of connecting a huge number of devices with each other
and with the established services. The basic model of IoT has a three layer archi-
tecture which is of Perception, Network and Application Layers [5]. Protocols are
important depends on several facts such as environmental conditions, network char-
acteristics, the total of data to be transferred, quality of service requests and security
levels [6]. Furthermore, in this work different protocols such as Hypertext Transfer
Protocol (HTTP), Message Queuing Telemetry Transport (MQTT), Bluetooth, and
Wifi can be used to develop proposed architecture. IoT technologies are proposed
in PA scenarios. Moreover, in [7] this model is described as a solution in precision
farming. IoT Smart farming application include farm parameters tracking, monitor-
ing, field observation, and storage monitoring. The work Internet of Things Platform
for Smart Farming presents a platform based on IoT technologies that can automate
the collection of environmental, soil, fertilization, and irrigation data; automatically
correlate such data and filter-out invalid data from the perspective of assessing crop
performance; and compute crop forecasts and personalized crop recommendations
for any particular farm [6].

2.1 Local Information Data Collection

Local information system describes in this paper can see in Fig. 1. The data from
the local system divided by three part, first crop and soil monitoring, weather and air
monitoring, and last working machine monitoring.

Data are facts and statistics collected together for reference or analysis. Data col-
lection is the most important in precision agriculture because the farmer can manage

Fig. 1 Data source internet of things on local information system
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their crop real time and improve their crop productivity. There many research about
precision agriculture in a different crop. In [8] explain and give an example about
yield monitoring over time creates a unique GIS database that assists farmers to
easily identify yield variability within a field, to make better variable-rate decisions,
and create a history of spatial field data. Yield monitoring has become a common
practice in traditional grain crops and corn-soybean rotation systems. This technol-
ogy is being researched and commercialized for other crops such as potato, onion,
sugar beet, tomato, hay, citrus, grape, and sugarcane. There are various elements of
precision farming that play their necessary role in cropping systems. Yield monitor-
ing is being used to measure the yield variability of corn, soybean, potato, tomato,
onion, sugar beet, hay, orange, grape, sugarcane and has become the most widely
used component of precision farming. Besides yield variability, crop variety com-
parisons, yield damage reports, and field efficiency are being assessed with the use
of yield monitoring systems.

Soil preparation is the first step before growing a crop. The ultimate objective is to
produce a firm and weed-free seedbed for rapid germination and emergence of the
crop. One of the most important tasks in soil preparation is tilling (or ploughing):
turning the soil and loosening it. Besides, soil preparation is one of the most energy-
consuming parts of agriculture, requiring significant inputs of fuel and time. Depend-
ing on the field’s location, it may also increase the risk of soil erosion. Nowadays,
precision farming equipment exists that helps farmers to use considerably less fuel
and time in soil preparation by improving the accuracy, efficiency, and sustainability
of the process.

According to Pavithra [9] the distinctive sensors which are utilized in the research
are the Temperature sensor, Humidity sensor, Soil sensor, Water-level sensor, and
Light Dependent Resistor can be seen on the Fig. 2.

Sensed data inputs produce several data. First, Temperature control is considering
high radiation, while the temperature is evolving, and a few yields may get harmed, so
it needs some ventilation strategy to control the temperature. Depending on the agri-
cultural product being grown temperature can affect growth, germination, sprouting,
flowering, and fruit development. Next, Water vapor is the fundamental issue that is
influencing the development of products. Due to high humidity, odds of the ailment
are expanding. Mugginess may affect hydria push, shutting the stomata and hence
it might let down the procedure of photosynthesis which relies upon the osmosis.
Moreover, soil water likewise influences the yield development. The best possible
water systems and preparations of the product are differed according to the sort, age,
stage, and atmosphere. Some key parameters for water level are pH esteem, dampness
contains, electric conductivity and the temp of dirt. Furthermore, the Light dependent
resistor is a photograph conductive sensor [9]. Based on Gaikwad and Galande [10],
a wireless sensor network (WSN) is an infrastructure comprised of sensing, comput-
ing and communication elements that allow the administrator to monitor and control
of the specified parameters in the network. A typical application of WSN includes
data collection, monitoring, surveillance and medical telemedicine. It is also used in
the irrigation system, Greenhouses for monitoring and controlling parameters like
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Fig. 2 Local information system architecture

water flow, temp, humidity, moisture, etc. Based on the previous research, the type
of sensor for local information data collection could be seen in Table 1.

There were many type of sensors that can be used to get local information data
like temperature sensor (LM35, DHT11, SHT75, SHT-3x DIS), humidity sensor
(P-Hs-220, DHT11, HH10D, CMOS chip, SHT-3x DIS), Soil sensor (SN-M114,
10HS, DHT11), Water-level sensor (pH measurement sensor), and Light Dependent
Resistor. This research proposed a system model that could be seen in Fig. 3.

Figure 3 shows the system model on local data information to collect data from the
various crop (Potato, Onion, Sugar Beet, Tomato, Hay, Citrus, Grape, and Sugarcane,
etc.). First, the process starts with sensors detection such as water level, temperature,
humidity, soil moisture, and light. The data will collect, process, and save on database.
The next step, the data will be processed and create a decision model (for example
Decision tree and Markov). Furthermore, Decision tree is an efficient tool in machine
learning for classification problems. The decision tree is based on a hierarchical
decision scheme or a tree like structure. Each node of the decision tree structure
makes a binary decision that separates either one class or some of the classes from
the remaining classes. The processing is generally carried out by moving down the
tree until the leaf node is reached. This is known as a top–down approach. Moreover,
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Table 1 Type of Sensors based on previous research [10–16]

No. Research Soil
moisture

Temperature Humidity Water
level

Light
intensity
measure-
ment

1. Measurement of
NPK, temperature,
moisture, humidity
using WSN [10]

Soil
moisture
sensor

Temperature
sensor
LM35
series

P-Hs-220
humidity
sensor

pH mea-
surement
sensor

Light
dependent
resistor

2. Field monitoring
using IoT in
agriculture [11]

Soil
moisture
sensor
DHT11

Temperature
sensor
DHT11

Soil
moisture
sensor
DHT11

– –

3. IoT based crop-field
monitoring and
irrigation
automation [12]

Soil
moisture
Sensor

Temperature
sensor
DHT11

Temperature
sensor
DHT11

– Light
dependent
resistor

4. Wireless monitoring
of soil moisture,
temperature and
humidity using
Zigbee in agriculture
[13]

Soil
moisture
sensor

Temperature
sensor
LM35
series

Humidity
sensor

– –

5. IoT based smart soil
monitoring system
for agricultural
production [14]

pH sensor Temperature
sensor
LM35
series

HH10D
relative
humidity
sensor

pH sensor –

6. Development of
wireless sensor
network for
Harumanis Mango
Orchard’s
temperature,
humidity and soil
moisture monitoring
[15]

SN-M114
soil
moisture
sensor

Temperature
sensor
SHT75

CMOS
chip
humidity
sensor

– –

7. Station for soil
humidity,
temperature and air
humidity
measurement with
SMS forwarding of
measured data [16]

10HS soil
sensor

SHT-3x
DIS tem-
perature
sensor

SHT-3x
DIS
humidity
sensor
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Fig. 3 System model

this analysis will help the farmer to monitor his crop real time. The system could give
warning and alarm if something happened in the field as the change of temperature
and humidity, so the farmer could make an action to solve this problem quickly, for
instance, automation irrigation. The decision model analysis can help the farmers
maximize their profit margin by providing predictions on crops that will give the
maximum output in a particular area and in the future.

3 Case Study

Chavan and Karande [12] focuses on field monitoring using IoT devices which would
provide real-time soil moisture, humidity, and temperature of the field to the farmers.
An Arduino Microcontroller board with soil, temperature and humidity sensors is
used to collect the data from the filed on the fly from a remote field. The sensors
are deployed in the wheat crop for data capturing. The results are carried out and
analyzed in the form of temperature, moisture and humidity from the wheat crop
field for the invocating alarm to the farmer when required.

Figure 4 shows that as the temperature raises the humidity decreases alarmingly.
Near 110 days the humidity falls to around 35. This again can be a trigger an alarm
to the farmer to water the fields. Since the system can be on auto mode, the pump
could start on its own. Moreover, the other case study describes wireless monitoring
of soil moisture, temperature and humidity using Zigbee in Agriculture [13]. This
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Fig. 4 Temperature, humidity and moisture plot analysis [12]

research concludes Zigbee-based agriculture monitoring system serves as a reliable
and efficient system for monitoring agricultural parameters. The corrective action
can be taken. Wireless monitoring of field not only allows the user to reduce the
human power, but it also allows the user to see accurate changes in it. It is cheaper
and consumes less power. Nirmal Kumar et al. [17], presented a real-time paddy
crop field monitoring using Zigbee Network. This paper proposed an idea about
monitoring the crop field area without human interaction. Besides, this research use
four Zigbee nodes to form a Zigbee network. Temperature sensor and pressure sensor
were connected to two Zigbee devices via microcontroller and humidity sensor was
connected to another Zigbee via a microcontroller. The result of the experiment can
be seen in Table 2 and Fig. 3.

The graph on Fig. 5 describes the temperature and humidity readings when imple-
mented in real-time environment. The result shows that the temperature and humidity
is a varying quantity in the paddy crop field area. A farmer can use this data to make
decision support in the future to improve their productivity. For examples, Veenad-
hari et al. [18] focused on decision tree to evaluate the effect of climatic factors on
the soybean crop yield. The study implement the potential use of this process for
extracting useful information from existing secondary data of climatic factors. The
decision trees suggested there exists a correlation between climatic factors and soy-
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Table 2 Temperature and
humidity reading [17]

No. Time(s) Temperature (°C) Humidity (%)

1. 11.15 26.2 65

2. 11.16 26.1 64

3. 11.17 27.4 71

4. 11.20 26.9 59

5. 11.21 25.9 69

Fig. 5 Temperature and
humidity analysis

Fig. 6 Decision tree for
influence of climatic factors
on soybean yield [18]

bean crop productivity and these variables influence on the soybean crop productivity
were confirmed from the rule accuracy. The decision tree analysis indicated that the
productivity of soybean crop was mostly influenced by Relative humidity followed
by temperature and rainfall. Figure 6 shows decision tree for influence of climatic
factors on soybean yield.

Based on Shakoor et al. [19], in most of the cases, Decision Tree Learning-ID3
algorithm gives a less value for percentage error than the KKNR algorithm without
omitting the outliers of the dataset. The research suggests area based beneficial crop
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Fig. 7 Example of decision
tree implementation [19]

rank before the cultivation process. The prediction is based on analyzing a static set
of data using Supervised Machine Learning techniques (Decision Tree Learning-ID3
and K Nearest Neighbors Regression algorithms). ID3 uses the decision tree table
which consists of the ranges of the rainfall, temperature and yield data. The goal
of this research is to help the farmers maximize their profit margin by providing
predictions on crops that will give the maximum output in a particular area. The
dataset contains of details on crops’ yield per hectare, average of minimum and
maximum temperature, rainfall, year range, and region. Analyzing these data, the
algorithms give the result which predicts the preferred profitable output. For the
accuracy of the prediction, data of past twelve years is being used by the algorithms for
the purpose of learning and result analysis. Example of decision tree implementation
could be seen on Fig. 7.

In [20], a WSN-based outlier detection and irrigation management system is
developed to assist farmers in handling crop irrigation schedules. The proposed
system collects environmental and soil-related data through sensor nodes that are
examined by the outlier detection module. The proposed noise detection algorithm
is implemented to improve the system‘s accuracy. Afterward, DSS further examines it
to identify water deficient sites in agricultural fields. After identification, the alarming
unit is activated, and text messages are sent over a local area network (LAN) to inform
farmers. The other research use a wireless decision support system for the optimized
management of the irrigation in agriculture has been presented. The properties of
the WSAN technology have been exploited to acquire heterogeneous environmental
parameters and to control the functioning of the irrigation system. The FL-based
methodology has been designed and calibrated according to the indications of the
farmers in order to mimic the human experience and to properly understand the
status of the crop [21]. Monitoring based on IoT is a reliable and fast system which
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helps farmers in monitoring the fields effectively. This helps them to take corrective
measure for the protection and better yield of the crop.

4 Conclusion and Future Work

In this paper, we aim that the internet of things can be used to collect local information
data on precision agriculture. The farmer could get the real-time data for monitoring
his field. The important local information data are water level, temperature, humidity,
soil moisture, and light from the various crop (Potato, Onion, Sugar Beet, Tomato,
Hay, Citrus, Grape, and Sugarcane, etc.). There are many types of sensors could
be used to get the important data in the agriculture field in Table 1. The decision
model analysis, decision tree can help the farmers maximize their profit margin by
providing predictions on crops that will give the maximum output in a particular area
and the algorithms give the result which predicts the preferred profitable output. In
the future, the monitoring system could be connected and information exchanged
via sensors is available to the farmer on the website and desktop application and
mobile phones. Furthermore, a farmer can use this data to make intelligent decisions
for planting, fertilizing, and harvesting crops. Finally, using this technology, farmers
can effectively use the information to achieve higher yields and therefore earn higher
profits.
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Meeting Smart City Latency Demands
with SDN

Filip Holik

Abstract Smart cities utilise a large number of heterogeneous devices with goal to
improve all aspects of city operations. This often includes critical functionality, which
brings strict requirements on network communication. One of the most important
requirements is network latency. This paper analyses latency requirements in areas of
smart cities and related domains. Analysed requirements are then practically tested
in use case networks based on software-defined networking—a modern paradigm of
network programmability, which is becoming used in various areas, including smart
cities. The goal of the testing is to verify, if software-defined networking can achieve
analysed requirements and can be therefore safely utilised as a driving technology
of smart cities. Realistic results are achieved by testing in two different scenarios:
in a small scale network composed from real hardware devices, and in a large scale
emulated network corresponding to a typical smart city topology.

Keywords Connectivity requirements · Network latency · OpenFlow
performance · SDN latency · Smart city network requirements

1 Introduction

The goal of a smart city is to “improve outcomes of any aspect of city operations”
[1]. In order to achieve that, smart cities integrate several application domains, which
have various network requirements including: maximum throughput, high availabil-
ity, resiliency, reliability, redundancy, interoperability, flexible configurability, and
security. While these requirements can be contradictory and are therefore often not
required at the same time, there is an important requirement, which is always required
by all domains—low latency.

Latency is defined as a time interval between sending a message from node A
and receiving the message on node B—it is therefore measured one-way. A two-
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way latency, also called Round-Trip-Time (RTT), is then defined as a time interval
between sending a message and receiving the reply on A—the reply is sent by B.

Certain aspects of smart city communication require latency to be below a speci-
fied threshold, otherwise the proper functionality cannot be ensured. Latency is there-
fore a critical parameter for functions requiring 100% reliability. Software-defined
networking (SDN) is being used in the area, but unfortunately there is currently no
exhaustive testing of SDN influence on latency in smart city scenarios. This paper
analyses several key functions of SDN and their capability to meet the smart city
latency requirements. The results of the testing determine, if SDN can be applied in
this demanding area and if the software nature of SDN can cope with hardware-based
traditional networks.

The rest of the paper is organised as follows: Sect. 2 presents smart city architecture
composed from several domains, Sect. 3 analyses smart city latency requirements of
these domains, and Sect. 4 verifies these requirements in several testing scenarios.

2 Smart City Architecture

Current smart cities are built independently without a clearly defined architecture.
The only common principle is a backbone network connecting various smart city
domains. The most used domains in smart cities are:

• Smart buildings—their main goals are to reduce consumption of resources, inte-
grate security mechanisms, and provide intelligent environment monitoring and
control. They are composed from sensors, an IP network, and software applica-
tions. The network typically uses Ethernet and Wi-Fi, and connects the building
to an ISP or straight to the smart city network.

• Smart grid networks—integrate traditional power grid with an information net-
work [2] to achieve clean, safe, secure, reliable, resilient, efficient, and sustainable
system [7]. Their architecture can be decomposed into five main domains [5]:
generation, transmission, distribution, distributed electrical resources (DER), and
customer premises. From the smart city perspective, the most important domain
is distribution. This domain contains Ethernet-based substation networks, which
have the most strict network requirements—especially on low latency.

• Smart homes—they can integrate smart grid equipment for energy monitoring
and management with various consumer devices (smart TVs), appliances (washing
machines), and security devices (lock systems). The network architecture typically
includes a single central device (combination of modem, router, switch, and access
point), which provides wired and wireless connectivity.

• Smart mobility—it covers all V2X (vehicle to vehicle/infrastructure) communica-
tion and aims to increase quality of life and productivity. This can be achieved with
optimised traffic control, predicted arrival times, and real-time traffic information.
The network architecture uses various wireless transmission protocols (including
cellular) and it also integrates wired networks.
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The backbone network then has to comply with requirements of specific domains
using one of the following approaches (or their combination):

1. Dedicated traffic links—each domain or application with different network
requirements, has its own backbone physical connection. This approach offers
the best performance, independent of other traffic types. On the other hand, the
realisation is expensive and often not practically achievable.

2. Converged link—a single link is shared between several domains and applica-
tions. To logically separate their traffic, virtualization techniques can be used.
These can include VLANs, QoS, or custom made SDN-based techniques.

3 Smart City Latency Requirements

This section analyses the latency requirements of specific smart city domains. The
most important latency requirements are summarised in Table 4.

3.1 Smart Grid Latency Requirements

The most critical part of smart grid from the latency perspective is communication
of IEDs (Intelligent Electronic Devices). To ensure proper grid functionality, IEDs
often have to quickly react to an event (such as a lightning strike). A delayed reaction
can cause grid damage, blackouts, and even potential deaths. According to [13],
this critical communication requires latency under 3 ms (4 ms according to [8]).
Fortunately, this communication is bounded only to a specific substation network.
The smart city network handles only the general IED communication, which requires
latency under 10 ms [13] (8 ms according to [8]). The standard [8] also covers
substation internal monitoring and control communications, which require latency
below 16 ms.

The remaining smart grid communication has much less strict requirements,
specifically: medium speed control (100 ms), slow speed control (500 ms), mainte-
nance (1 s), audio and video transfer (1 s), and text transfer (2 s) [8, 13].

3.2 Smart Mobility Latency Requirements

Specified maximum latency in vehicular networks is within 50–100 ms [10]. This
depends on one of the following communication types:

• V2V—is a safety-related communication, which requires low latency and high reli-
ability. The maximum latency must be under 100 ms (50 ms for pre-crash sensing),
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with the minimum frequency of transmitted messages being 10 Hz. The communi-
cation includes: vehicle status warning (emergency electronic brake lights, abnor-
mal condition), vehicle type warning (emergency vehicle, slow vehicle, motorcy-
cle, vulnerable road user), traffic hazard warning (wrong way driving, stationary
vehicle, traffic condition, signal violation, roadwork), and dynamic vehicle warn-
ing (overtaking vehicle, lane change assistance, pre-crash sensing, co-operative
glare reduction).

• V2I/I2V—is mostly a non safety-related communication with not so strict require-
ments. This type has the maximum latency specified to 500 ms (except for opti-
mal speed advisory for traffic lights and intersection management—these require
latency below 100 ms) and minimum frequency of messages being 2 Hz. The
communication includes: traffic management (speed limits, optimal speed advi-
sory for traffic lights, intersection management, co-operative flexible lane change,
electronic toll collection) and infotainment (point of interest notification, local
electronic commerce, media download, map download and update).

To meet these demands, the most suitable and used protocol is 802.11p, which can
comply with 1.5 ms latency requirement even in real-world scenarios with speeds
of vehicles between 30 and 170 km/h [3]. For this communication, cellular networks
(even LTE) are not suitable [6].

3.3 Nodes Latency Requirements

Most of the smart city nodes and sensors are battery-powered and use a wireless
communication. To limit power consumption, several types of power-saving modes
are utilised. Typically, devices are in a sleep mode and wake-up only when there
is a need to transmit or receive data. Some communications such as LoRa, even
have to comply with laws regulating the maximum “time on air” (1% for LoRa
according to Europe regulation limitations). Different wireless protocols have various
requirements on connection establishment times and node wake-up times. These
requirements are a good indicator of maximum network latency. An SDN application
should comply to these demands. This ensures that each node will be correctly
registered by the network. A slight random delay should not present a major problem
and nodes should still be able to join the network. Only a major delay or a packet
loss could result in a total loss of connectivity between the node and the application.

The most used protocols for nodes communication in smart cities have the follow-
ing time specifications: 6LoWPAN (5 ms [9]), WiMAX (100 ms [11]), and Zigbee
(30 ms for connection establishment, 15 ms for nodes wake-up [14]). Additionally,
nodes can be connected via cellular networks. Depending on the generation, these
networks have the following latency: GPRS (150 ms), UMTS (100 ms), LTE (20
ms), and 5G (expected to be 2 ms) [12].
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3.4 General Smart City Application Latency Requirements

The general applications, which demand low latency are: games streaming (10 ms),
online games (20 ms), cloud applications (50 ms), VoIP and video conferencing (150
ms). They are used in smart homes and smart buildings such as: offices, government
buildings, hospitals, schools, and public buildings (museums, theatres, etc).

3.5 Symmetrical Latency Requirement

Asymmetrical latency can pose problems to various applications. This issue can
happen during network congestion, when one way is slower than the opposite way.
Another scenario is asymmetric routing. In this case, incoming and outgoing routes
take different paths. This can cause issues especially in PTP (Precision Time Proto-
col), which requires consistent latency. As was tested in [4], asymmetrical latency
can temporarily decrease the protocol accuracy from 1µs to up to 168µs. Correct
time synchronisation is especially important for smart grid devices such as IEDs and
PMUs (Phasor Measurement Units).

4 SDN Compliance to the Latency Requirements

Two experimental networks were constructed to complexly verify SDN compliance
to analysed smart city latency requirements. The first scenario represented a small
scale physical network. It was composed from two interconnected HP 3800 switches
(KA.15.17.0008), each with two connected hosts (OpenStack virtualized Ubuntu-
based machines with 8 GB dedicated RAM). The goal of using hardware devices
was to verify particular performance issues, which could not have been reliably tested
in emulated environments.

The second scenario represented an emulated large scale network corresponding
to a topology of a real smart city. The size of the core network (using Open vSwitches)
was inspired by Bristol smart city1 (the number of IoT nodes—virtualized hosts with
shared Ubuntu kernel—was reduced). The goal of this network was to verify specific
smart city latency issues, which could be influenced by the number of network hops.
The topology (displayed in Fig. 1) was setup in the Mininet emulator (2.2.1), which
run on the following host machine:

• CPU—AMD Ryzen 7 1800X 8-Core, 3.60 GHz
• RAM—32 GB, 2400 MHz
• Storage—Samsung SSD 850 Pro, 256 GB
• OS—Windows 10 (Host), Ubuntu Mate 16.04.3 (Guest)

1More information about the project: https://www.bristolisopen.com/.

https://www.bristolisopen.com/
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Fig. 1 Emulated network topology

In both cases, the networks were managed by the RYU controller with the default
module simple_switch_13.py.

4.1 Methodology of Latency Testing

Measuring latency requires use of a traffic capturing tool to compare timestamps of
messages on appropriate interfaces. The Wireshark tool was chosen for this purpose.
The measurement also requires precise time synchronisation between end devices.
From this perspective, the best results can be achieved in the Mininet emulator,
because the emulated devices share the same OS kernel and therefore have the same
internal clock. On the other hand, two-way latency (RTT) can be easily measured
with the common ping tool even in the real network.

4.2 Typical SDN Latency

A typical SDN latency was measured in two scenarios within the emulated network.
In the first scenario, the traffic was sent between SAP001 and SER001 (shorter path
via 3 hops). In the second scenario, traffic was sent between SAP001 and STS002
(longer path via 5 hops). The results from the three first ICMP messages in both
experiments are shown in Table 1.
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Table 1 Typical SDN latency

Source—Destination, packet n. Request L. (ms) Reply L. (ms) RTT (ms)

SAP001_LAN—SER001_DTC, 1. 0.451 0.166 0.654

SAP001_LAN—SER001_DTC, 2. 0.024 0.006 0.077

SAP001_LAN—SER001_DTC, 3. 0.022 0.006 0.069

SAP001_LAN—STS002_HEY, 1. 0.666 0.268 0.979

SAP001_LAN—STS002_HEY, 2. 0.026 0.009 0.075

SAP001_LAN—STS002_HEY, 3. 0.027 0.010 0.076

In both cases, the OpenFlow rules were already located in flow tables of all affected
forwarding devices. Therefore, an increased latency of the first packet from each flow,
is caused only by ARP, which translates the IP address to the MAC address. Both
first packet latencies of the longer path are consistently higher than the latencies of
the shorter path. Additionally, RTT was measured and it corresponded to the sum of
request latency, reply latency, and processing time of the queried device.

4.3 Latency of Proactive and Reactive Flow Rule Insertion

This test verified latency of proactive flow rule insertion (used on request) and reac-
tive flow rule insertion (used under normal circumstances). Due to required time
synchronisation, it was also performed in the emulated network. In the first scenario,
a path was created by pre-populating OpenFlow rules into the affected devices. The
path corresponded to the virtual tunnel depicted in Fig. 1. The source device was
SES001 and the destination was SCD001. Additionally, the IP-MAC mapping for
the specified traffic was manually inserted into both end devices by the following
topology script modification:

scd001_hpp.cmdPrint(‘arp -s 10.7.8.1 00:00:00:00:00:61’)
ses001_lss.cmdPrint(‘arp -s 10.8.10.1 00:00:00:00:00:73’)

In the second scenario, the path was not created, but the manual IP-MAC mapping
was still set. The results of both scenarios are shown in Table 2.

The latency and RTT are significantly lower in the case of proactive flow rule
insertion. As RTT suggests, the biggest delay in reactive flow rule insertion is caused
by controller processing. Additionally, the reactive flow rule insertion latency can
significantly increase in a more complicated network topology. The increase will
depend on the controller approach to handle reactive flow rule insertion. There are
two general methods:

• Sequential—the easiest approach implemented in simpler controllers such as RYU.
It responds to all packet-in messages received sequentially by all forwarding
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Table 2 Latency of proactive and reactive flow rule insertion

Source—Destination, packet n. Request L. (ms) Reply L. (ms) RTT(ms)

Proactive flow rule insertion

SES001_LSS—SCD001_HPP, 1. 0.200 0.1 0.34

SES001_LSS—SCD001_HPP, 2. 0.014 0.003 0.057

SES001_LSS—SCD001_HPP, 3. 0.014 0.002 0.056

Reactive flow rule insertion

SES001_LSS—SCD001_HPP, 1. 0.493 0.0139 9.52

SES001_LSS—SCD001_HPP, 2. 0.001 0.0004 0.069

SES001_LSS—SCD001_HPP, 3. 0.002 0.0003 0.068

devices along the path. This therefore linearly increases the first packet latency
according to the number of forwarding devices.

• Instant—a more advanced approach implemented, for example, in the Floodlight
controller. It sends flow-modification messages to all corresponding devices along
the entire path at once—in reaction to the first packet-in message. The first packet
latency should therefore not significantly vary in different network topology sizes.

It is important to mention, that the increased latency applies only to the first
message of a flow. Latency of the following messages is similar regardless of the
used rule insertion method. The latency could again increase only if a flow rule would
expire and a new one would have to be inserted.

4.4 Effects of HW Flow Table Implementations on Latency

Different implementations of hardware flow tables used in real forwarding devices,
can have various effects on latency. Flow tables on hardware devices can be imple-
mented in several data structures, which most often utilise existing specialised chips
such as ASICs (Application Specific Integrated Circuit) and TCAM (Ternary Content
Addressable Memory) tables. These tools should provide consistent lookup times,
no matter how full the table is (even if the table is almost full, lookup times should
be the same as when the table is almost empty). The purpose of this test was to verify
this assumption. The real network had to be used to utilise the hardware, so only the
RTT was measured.

Firstly, only several flow rules were inserted into the flow table of switch 1 and RTT
between node 1 and 2 was measured. Then a script was used to generate general
OpenFlow rules until the table was completely full. The performance was tested
again. In the last scenario, the script was modified to generate more specific rules.
These rules contained source and destination MAC addresses, VLAN ID, IP protocol,
and source and destination TCP ports. The following code was used to create the
flow match:
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Table 3 HW flow table implementation and RTTs

Experiment description Avg. RTT (ms) Max. RTT (ms)

(1) Empty table (few rules) 0.604 1.083

(2) Full table, general rules
(2 match fields)

0.688 1.283

(3) Full table, specific rules
(7 match fields)

0.526 0.780

match = parser.OFPMatch(eth_src=rand_mac_src, eth_dst=rand_mac_dst,
eth_type=0x0800, vlan_vid=10, ip_proto=6,
tcp_src=rand_tcp1, tcp_dst=rand_tcp2)

Average results from 10 experiments are summarised in Table 3. The assumption was
proven correct—there is no significant difference in measured RTTs.

4.5 Processing Delay of the SDN Controller

Various SDN controllers can have different performance. Moreover, this performance
depends on the server on which the controller is running, on server’s utilisation, and
on the network topology. This scenario tested, how well can the RYU controller
cope with strict latency requirements. The goal was to measure, how long it takes the
controller to react on a network event. The real network was used for the test and the
controller was deployed in a virtualized Ubuntu-based device (with 8 GB of RAM)
running in OpenStack. Data traffic was sent between node 1 and 2 and time between
packet-in events and flow-modification messages was measured on the controller’s
interface. In total, ten experiments were conducted and the average measured latency
was: 4.491 ms.

The effect of this delay is apparent in impact on response time. Ping was used to
generate ICMP (Internet Control Message Protocol) messages between the same two
devices (node 1 and 2) and the response times were captured. As expected, the first
packet of every flow had significantly higher RTT than the following ones. Average
RTT value from 10 measurements for the first packet was: 17.2 ms, for the second
packet: 0.582 ms, and for the third packet: 0.668 ms.

The increased RTT of the first packet is caused by processing on the controller.
The controller must decide in software, where to forward the packet and consequently
insert a flow rule into the appropriate device. The subsequent messages are there-
fore handled by this rule immediately on the switch and preferably in a hardware
table (although a software table can be used as well) thus significantly reducing the
processing time.
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4.6 Discussion

Tests of the most common type of the flow rule insertion method (reactive) performed
on real devices, measured the average first packet RTT to be 17 ms. This approxi-
mately corresponds to 8.5 ms one-way latency (assuming symmetric latency). Results
in the emulated network showed 9.5 ms and therefore 4.8 ms for symmetric one-
way latency. This clearly exceeds requirements of the most demanding smart city
applications: IED internal communication (3 ms) and 6LoWPAN connection estab-
lishment (5 ms). Furthermore, the results are on the edge with information protection
communication (8 ms). These types of communication therefore require proactive
insertion method. Measured latency of this method was 0.3 ms in the real network
and 0.2 ms in the emulated network. This approach of flow rules pre-loading has
disadvantages in higher flow table utilisation and a more complicated application
logic. An additional lowering of the latency can be achieved by configuration of
static IP-MAC mapping. This will eliminate extra latency caused by ARP (IPv4) or
Neighbor Discovery protocol (IPv6).

The remaining types of communication can be accomplished with the less
demanding reactive insertion method. Even some latency demanding applications
like game streaming can be safely operated using the slower reactive method. This is
based on the fact, that only the first packet (processed by the controller in software)
will have increased latency, while the following packets will be handled in hardware
(by forwarding devices). The nature of these applications does not require minimal
latency at all times (for example during a game initialisation). On the other hand,
some critical applications like node connectivity, or substation control and monitor-
ing, should use the proactive method even while their latency requirements could
be met with the reactive method. This recommendation is based on the fact, that a
sudden network load could increase the latency behind specified limits. Clearly, the

Table 4 Smart city latency requirements and SDN

Application Domain Required
latency (ms)

SDNa

IED communication SG 3/10 P

Nodes connectivity (6LoWPAN) All 5 (not critical) P

Information protection SG 8 P

Games streaming SB 10 R

Nodes connectivity (Zigbee) All 15 (not critical) P

Substation monitoring and control SG 16 P

Safety-related communication SM 50 R

Cloud applications SB 50 R

Non safety-related communication SM 100 R

VoIP and video conferencing SB 150 R
aRecommended proactive/reactive flow insertion method
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proactive method in these cases can be safely used only if the capacity of affected
flow tables is sufficient.

The summary of these recommendations is displayed in the last column in Table 4.

5 Conclusion

The performed testing verified, that SDN can be safely utilised in current smart
city scenarios. Most of the time, the SDN impact on latency, when compared with
traditional networks, is negligible. This is achieved by hardware implementation of
flow tables, which utilise existing chips of forwarding devices. In specific conditions
such as a new connection establishment, expired flow rules, and need of software
packet processing, the latency of SDN can be above the smart city requirements.
In these cases, proactive flow rule insertion has to be used to achieve the below-
threshold latency requirements. It is important to mention, that all the measured data
represents a network without congestion. In a real world scenario, such a network has
to be designed with sufficient over-provisioning in mind. In traditional networks, an
average link utilisation should be maximally 40%. If the network becomes congested,
the latency can further increase. Similar increase can occur in a more complicated
network topology, or by usage of a slower controller, server, or forwarding devices
with lower performance. All these conditions can result in the need to use proactive
flow rule insertion even for less demanding applications.
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Abstract This research constitutes a relatively new approach by developing a smart
solution which has emerged from the research activity using at first Google Glass and
usable speech detection services. The authors conducted in the last year a series of
developing, testing and evaluating the prototype results in order to decide, which ser-
vice provides better results than the third-party speech detection service like Google
Speech API or IBM Watson Speech To Text. This finding should significantly help the
authors during the data evaluation and testing in developed smart solution. The basic
idea is that authors have already developed a functional basic solution—a prototype.
This solution was properly working and usable, but there are still some disadvan-
tages to be improved. In order to accomplish the best results possible, the authors
have added another element to their solution. A challenging problem which arises in
this domain is concerned with significant data savings, server load, detection quality,
and again opens a space for further improvements, such as following research and
testing. This element is part of the statistical analysis and it is called Hidden Markov
Model, which is used for speech recognition applications for last twenty years. The
authors examined and studied many different articles and scientific sources in order
to find the best solution for higher efficiency of speech recognition usable in their
developed prototype (and for this article).
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1 Introduction

The first chapter of the paper focuses on the basic definitions of the key words and
terms necessary for this research. Today, speech-controlled applications and devices
that support human speech communication become more and more popular. With the
use of mobile devices, availability is no longer limited to a certain place; instead, it
is possible to communicate in almost any situation. Efficient and convenient human-
computer interfaces based on speech recognition allow us to control devices using
spoken commands and to dictate text [1].

Speech and natural language detection and its processing are currently used in
many different fields of science, but also in interesting industrial applications. Speech
activity detectors take place during speech recognition or speech enhancement algo-
rithms. Other applications may be in the field of communication. Quite similar
approach provides VoIP, where speech activity detectors serve to reduce the required
transmission capacity.

A series of recent studies has indicated that speech activity detectors can contribute
to increase the speech recognition efficiency. The higher efficiency is accomplished
by not transferring silent packets. Spoken speech recognition is divided into two
steps working in the developed prototype. The first step takes place on the client and
the second part on the server. Prior to implementing the server section, the authors
performed an analysis of publicly available audio processing technology. There are
many ways to detect speech activity and spoken language. The process of detection
of specific words handles the Google Speech API, which addresses the problem
correctly and efficiently. For authors, VAD (Voice Activity Detection) is interesting
to detect speech activity. Authors have tested this principle in the article by using the
Hidden Markov Models method implemented in a smart device.

The client part will use the principle of advanced statistical method called Hidden
Markov Models (abbreviated as HMM). This paper describes how to proceed and how
to use the potential of HMM during development issues. The whole implementation
of testing takes place in the R language and in the RStudio environment.

The authors examined and studied many different articles and scientific sources in
order to find the best solution for higher efficiency of speech detection and recognition
usable in their developed prototype. However, each method, model or technology is
diverse and working differently than the authors want or need.

2 Voice Activity Detection

Voice activity detection (VAD) is a method to discriminate speech segments from
input noisy speech. It is an integral part to many speech and audio processing appli-
cations and is widely used within the field of speech communication for achieving
high coding efficiency and low bit rate transmission. Examples include noise reduc-
tion for digital hearing aid devices, mobile communication services, voice recogni-
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tion systems, compression, and speech coding [2]. Voice activity detection usually
addresses a binary decision on the presence of speech for each frame of the noisy
signal. Approaches that locate speech portions in time and frequency domain, such
as speech presence probability (SPP) or ideal binary mask (IBM) estimation, can be
considered as extensions of VAD that exceed the scope of this article.

Most of the algorithms proposed for VAD are divided into two processing stages:

• First, features are extracted from the noisy speech signal to achieve a representation
that discriminates between speech and noise.

• In a second stage, a detection scheme applies to the features resulting in the final
decision [1].

3 Hidden Markov Model and Acoustic Model

Third chapter introduces the definition of advanced statistical method—Hidden
Markov Model. Second half of this part is dedicated to Acoustic Speech Recognition.
The Hidden Markov model is a finite set of states, each of which is associated with a
(generally multidimensional) probability distribution. Transitions among the states
are governed by a set of probabilities called transition probabilities. In a particular
state an outcome or observation can be generated, according to the associated proba-
bility distribution. It is only the outcome, not the state visible to an external observer
and therefore states are “hidden” to the outside; hence the name Hidden Markov
Model [3]. Hidden Markov models are a general statistical technique for linear prob-
lems like sequences or time series and been widely used for speech recognition
applications for twenty years.

Because the author’s research is dealing with VAD, there is another model suitable
for utilization and introduction. An acoustic model is a file that contains statistical
representations of each of the distinct sounds that makes up a word. Each of these
statistical representations is assigned a label called a phoneme. The English language
has about 40 distinct sounds that are useful for speech recognition, and thus we have
40 different phonemes. An acoustic model is created by taking a large database
of speech (called a speech corpus) and using special training algorithms to create
statistical representations for each phoneme in a language. These statistical repre-
sentations are called Hidden Markov Models (“HMM”s). Each phoneme has its own
HMM [4].

4 Human Ear Limitations and Problems of Speech
Recognition

Over 5% of the world’s population—360 million people—has disabling hearing
loss (328 million adults and 32 million children). Disabling hearing loss refers to
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hearing loss greater than 40 decibels (dB) in the better hearing ear in adults and a
hearing loss greater than 30 dB in the better hearing ear in children. Most people
with disabling hearing loss live in low- and middle-income countries. As for elderly
people, approximately one third of people over 65 years of age are affected by
disabling hearing loss [5]. Due to the ageing phenomenon in a global society, the
total number of elderly people affected by hearing loss will be increasing in the future.

A healthy human ear is able to perceive sounds in the range of frequencies from
approximately 20 Hz to 20 kHz and in the intensity range of about 0 to 130 dB (the
so-called hearing area). However, normal speech lies in a much narrower band—ap-
proximately between 180 Hz to 6 kHz and 30 to 80 dB. Good clarity means (in
the speech transmission) in the band from 300 Hz to 5 kHz. For the more common
conversation, even bandwidth from 300 to 2.5 kHz is sufficient [6].

Speech recognition, or more commonly known as automatic speech recognition
(ASR), is the process of interpreting human speech in a computer. A more technical
definition is given by Jurafsky [7], where he defines ASR as the building of system
for mapping acoustic signals to a string of words.

The key problem with the VAD is associated with a process of speech recognition.
A task of speech recognition is confronted with many problems that arise from the
nature of human speech. In the moment when a person or human speaks, never
pronounce the word twice (or more times) in the same way. This issue is influenced
by many various factors. These factors are: emphasis on words, different accents,
different pronunciations at the beginning and at the end of the sentence, different
melodies of different types of sentences (notification/interrogation), the influence
of the previous and the following words in the sentence, emotions, mood, or health
condition of the person. Problems can also occur during the process of determining
the boundaries between individual words. One does not pronounce words as distinct,
separate units; on the contrary, the words closely follow and, for example, non-salient
prepositions merge with another word altogether [7]. The physical and psychological
impacts of deafness are quite different for every individual impaired person. Deaf
people who are without hearing from birth has other problems, then the elderly who
struggle with hearing loss in the last phase of their life. These elderlies have spent the
whole life with normal hearing, so the loss of hearing can be much more stressful and
because of it, they must change their daily living. Because of hearing impairment,
impaired person is not able to fully understand the sounds of speech and to hear other
sounds from his surroundings [8].

5 Developed Smart Solution

The fifth chapter provides useful insight on the testing phase, which was crucial
for this research in order to improve the developed prototype. Firstly, readers need
to know more about the current state of the prototype using selected Google Cloud
Speech API. Secondly, the authors provide more information about the whole process
of testing, evaluating and its outputs.
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5.1 Current State of Prototype

A year ago, the authors started their research, firstly using a Google Glass and then
continued their research work without GG, by developing a smart solution based
on their findings, which is properly working and ready to use. However, the testing
and implementing phase showed that the developed solution and its efficiency could
be better and improved. The authors’ goal is to improve their prototype in order to
be simpler and less inefficient. The developed prototype is dealing sufficiently with
speech recognition thank to the Google Cloud Speech API. The authors chose Google
Cloud Speech API because of its simplicity. Additionally, during the testing phase,
this API showed great results and proved to be well-established for the developed
prototype. In order to compare the prototype functions with other usable services,
the authors focus on the IBM Watson Speech To Text. The authors want to use
the results of the comparison in their own solution (i.e., their own service that can
replace Google Speech API or IBM Watson Speech To Text). The improvement of
author’s own service is based on the better speech recognition. This means that the
prototype through the “new” service gets only sections of audio containing 100%
spoken language (speech or voice). This added functionality provides significant
savings of time, server and financial costs.

5.2 First Testing of Prototype and Results

At the beginning of 2018, the authors designed the prototype architecture or smart
solution. This architecture is improved general platform usable for any issue (i.e.,
assistive technology for blind people [9]). This process was fulfilled during the first
pre-testing stage in a functional solution (i.e., prototype architecture is communicat-
ing with a server and the information are presented to a user in a satisfactory amount
of time. After this goal, authors continued to the key (2nd) phase of the research,
which is another real-use testing by deaf or hearing-impaired people. Finishing 2nd
phase of research showed quite interesting results. These results are based on the
experience, tracking and interviewing about 10 deaf (or hearing impaired) people
from the Czech Republic. Most of these respondents were satisfied with the results,
functioning and the whole idea leading towards their higher independence in com-
munication with a normal hearing people without needing of a transcriber or an
assistant. Data were obtained from the interviews and practical experiment that were
carried out as part of a larger research project. The first phase of testing proved that
the prototype architecture designed by the authors is functional; however, there are
still some aspects to be improved. The most significant pro is that authors’ solution
can recognize the voice (even with a different pronunciation or accent in a common,
noisy environment). Second positive output of the solution is associated with the help
of neural network, which is converting speech into a text. Testing was conducted on
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Fig. 1 Results conducted by author’s last testing [10]

a smart phone interconnected with a prototype through Wi-Fi. For detailed results,
please see Fig. 1.

The most significant result is that in 85% (85 test cases) the designed solution was
successful. Only 15% of cases are wrong, it means that the solution is incorrect in
15 test cases from the total number of 100. This success rate of developed solution
is quite high and provides very promising results for further research activities.
Indicator called “Confidence value” reached a mark 90% for this phase of testing.
The average response time is 1515 ms (1st phase of testing), which is not ideal. That
is the reason why, the authors are working on improvements (how to save some time)
in order to get close to real-time response. The only disadvantage, the users were
mentioning, is a little bit longer time to get the output. Due that the important task
to work on in further research on this feature of the developed solution [10].

6 HMM Testing

After the first part of testing, the authors decided to explore more usable methods
available. The problem is defined as to: “easily find out, if the particular audio is
human speech or not”. The basic assumption of the authors is that the individual
words are not considered. Another presumption is about the spoken speech. Spoken
speech has a very specific frequency range. So, for a person, it is quite easy just to find
out if someone is talking or not. There are many methods, which can help a lot. After
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a long literature search and debates with experienced scientists/mathematicians, the
authors finally decided to use the help of Hidden Markov Models. HMM is part
of statistical analysis and is used for speech recognition applications for more than
twenty years. The improved set of testing is based on this statistical method, that is
why the authors use RStudio, which is the most suitable development environment.

6.1 RStudio and Its Libraries

The RStudio is an integrated development environment (IDE) for R language. It
includes a console, syntax-highlighting editor that supports direct code execution,
as well as tools for plotting, history, debugging and workspace management. The
RStudio is available in open source and commercial editions and runs on the desktop
(Windows, Mac, and Linux) or in a browser connected to RStudio Server or RStudio
Server Pro (Debian/Ubuntu, RedHat/CentOS, and SUSE Linux) [11]. There are many
functional libraries that is why there is no need and time to develop something new.
For testing and verifying that everything works properly, the authors selected some
promising libraries already available for RStudio. The most important libraries
for author’s R language testing are:

1. audio: Audio Interface for R—interfaces to audio devices (mainly sample-
based) from R to allow recording and playback of audio. Built-in devices include
Windows MM, Mac OS X AudioUnits and PortAudio (the last one is very exper-
imental) [12].

2. tuneR: A Collection of Examples—library tuneR consists of several functions
to work with and to analyze Wave files. In the following examples, some of the
functions to generate some data (such as sine), to read and write Wave files (read-
Wave, writeWave), to represent or construct (multi-channel) Wave files (Wave,
WaveMC), to transform Wave objects (bind, channel, downsample, extractWave,
mono, stereo), and to play Wave objects are used. This library can analyse music
and speech, can work with different types of audio files such as mp3, midi and
wav) [13].

3. seewave: Sound Analysis and Synthesis—provides functions for analyzing,
manipulating, displaying, editing and synthesizing time waves (particularly
sound). This package processes time analysis (oscillograms and envelopes), spec-
tral content, resonance quality factor, entropy, cross correlation and autocorre-
lation, zero-crossing, dominant frequency, analytic signal, frequency coherence,
2D and 3D spectrograms and many other analyses [14].

4. HMM: Hidden Markov Models—easy to use library to setup, apply and make
inference with discrete time and discrete space Hidden Markov Models [15].

Second part of the sixth chapter is focused on the data from the TIMIT Speech
Database.
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6.2 TIMIT Speech Database

The authors decided to use audio recordings (i.e., data) from the TIMIT database. The
TIMIT database contains many speeches from many speakers, with approximately
5400. From this database, 300 different speeches were selected from as many speakers
as possible, equally represented by both women and men [16]. The main advantage
of the TIMIT database is the fact, that the database itself contains many different
speeches from many diverse speakers.

TIMIT Acoustic-Phonetic Continuous Speech Corpus (LDC) is a speech-readable
database that is primarily designed for studying acoustic-phonetic phenomena and
for testing automatic speech recognition systems. With its volume, TIMIT can be
categorized as a corpus with a large number of speakers (usually speeches from more
than 50 speakers) [17]. The structure of the TIMIT database corpus is quite specific.
The TIMIT corpus transcriptions have been hand verified. Test and training sub-
sets, balanced for phonetic and dialectal coverage, are specified. Tabular computer-
searchable information is included as well as written documentation. Each recording
of the TIMIT database is characterized by the following files:

• An audio file in PCM format.
• A file with PHN extension containing time-phonetic transcription, written in the

Arpabet alphabet.
• A text file containing transcription in the TXT format.
• A file LAB containing word transcription and its definition in the recording.
• A file WRD containing a single word definition in the recording.

6.3 Data Preparation

In order to train the HMM model, it is necessary to pass through all the audio files and
process them gradually. At the beginning, the authors have defined a short timeframe
for which the authors examined whether it contains a speech activity or not. The time
frame was set to 20 ms for presented testing conducted by the authors. In the first
step of the testing phase, it is necessary to divide each audio track just after 20 ms.
With the included WRD files, the authors are able to see which part of the word is in
that section. After processing all the data available, the authors presented the results
in following Table 1.

7 Model and Results

After the first step of data preparation, the authors know which part of the word is in
the given time frame (see Table 1—V1 column). If the value (in V1 column) is N/A,
it means that in the given section was not found any word. About other columns—V2
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Table 1 Results conducted by author’s data preparation

represents bitrate, V3 number of Bits and V4 is the number of audio track. In case
that there are more words in one time frame, the word that prevails, in that section
is considered. During this testing is not the aim of research to find out what specific
word it was, but to find out whether the timeframe is empty or not. Accordingly, the
authors define two groups of sections. The first group is Speech (1) and the second
one is Silence (2) (see Fig. 2). In the silence group are included the timeframes
in which there is no part of any word. On the other hand, in the speech group are
cumulated all the other timeframes.

In the next step testing, the authors calculated the transition matrix [18]. To put it
simply, this means finding out the probability of where the next timeframe can move.
This case shows that silence category time frame has 7.87% probability to change to
speech category time frame in next iteration. For the transition matrix calculated by
the authors exclusively for the purposes of the testing phase, please see Fig. 3.

Fig. 2 Two groups defined
for author’s testing

Fig. 3 The transition matrix
calculated by the authors
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Fig. 4 The model preparation calculated by the authors

The next step of the testing phase and research is to categorize parts of the sections
into clusters. As a suitable method was selected a kmeans method by the authors.
A maximum number of iterations were set to 5000. An appropriate number of clusters
is 16. These parameters are necessary to define HMM model (please see Fig. 4).

The final step is to implement an algorithm that looks for the most probable
sequence of model’s states. The authors selected the Viterbi algorithm [19]. This
algorithm serves to locate the most probable sequence of states of the model M that
generated the observation of P, as well as to calculate its probability. To define the
probability of a path by a model that originates from the initial state and ends in
state j at time t and at the same time generates the speech vectors p1, …, pt . Finding
the desired sequence of states can be imagined as a search for a path in the grid.
On the vertical axis, the individual states of the Markov model are plotted, and the
horizontal axes are time slots 1, …, T [20].

The resulting chart (see Fig. 5) shows a 9000 ms long audio track with a blue color
function, where the most likely located spoken speech in this time frame is (with
the highest probability). Second orange function represents time frames with real
speech activity. The first set of analyses examined the impact of testing the selected
audio track. Due to the utilization of the HMM, the authors proved to save the data
transmission more than 30% of tested audio track’s length. The presented solution in
the RStudio did not skip any time frame, where actually was a spoken speech. The
authors assume that the results will not be as successful, when the solution will be
deployed in a real-life environment, due significant interferences, noises and other
factors. The authors concluded that their prototype solution is very beneficial. Future
research should be devoted to the testing and further development of this prototype
in order to be used and help people in a real environment.



Speech Activity Detection for Deaf People: Evaluation … 65

Fig. 5 Resulting chart (of example audio track) calculated by the authors

8 Conclusion

The primary aim of the article is to prove that the selected method is (in its simplicity)
usable and brings added value for this research. A secondary goal focuses on the
testing phase, which should prove that the selected model could detect somebody
speaking or not. That is why the authors selected a well-known statistical method
called Hidden Markov Model, which exists quite long and proved great results in
speech recognition. No previous study has investigated whether the HMM is used for
speech recognition by using a developed solution for a smartphone. The novelty in
the developed prototype represents the utilization of a neural network, which poses
all the technology needed, saving data transfer and increasing speed of correct results.

In this article, the authors wanted to test the usability (in R language) in order to
find out:

1. “Yes, we are going to use it in the developed solution.” Or
2. “It’s not superfluous.”

After testing phase, the authors found out that the HMM “It is really usable.”
and their decision is to integrate it in their smart prototype. For the authors and
their research, the usability of HMM provides: significant savings of transferred
data, savings of a server performance, collection of a new data for further research,
opening more possibilities for research of battery savings and another point of view
in terms of better speech detection modelling. In the following research, the authors
will deploy their solution on the smartphone. After this smartphone deployment the
authors can prove that their developer solution (with HMM) is better than the previous
one (without HMM).
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Hydrogen Skin Moisturizing
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Abstract In this paper, we developed mobile application framework which manages
the hydrogen skin moisturizing device. We use react native framework for develop-
ing the mobile application. It allows us to manage and control the hydrogen skin
device. Our hydrogen skin moisturizing device is based on PCB boards. We were
connecting to PCB boards by Bluetooth communication methods. React native is
a framework that provides the same results as a native application developed by a
mobile application. It’s just enough to save time and money for converting the one
written code into other platforms.

Keywords Mobile application · Bluetooth communication method · PCB board ·
React native
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1 Introduction

One of the key concepts in electronics is the printed circuit board also we called
PCB. The printed circuit board is the most common name but may also be called
“printed wiring boards” or “printed wiring cards”. Before the advent of the PCB
circuits were constructed through a laborious process of point-to-point wiring [1].
The printed circuit or PCB consists of two parts. There are printed plate with copper
track and Software. All types of semiconductors, such as resistance, capacitance,
microprocessor, and transistor are installed in the printed circuits with copper tracks.
These semiconductor elements are interconnected by the copper track. Instead, they
are roaming software designed to manage their operations. This will guide the semi-
conductor elements with voltage and current according to the program [2, 3].

Bluetooth is a telecommunications industry specification operating in an unli-
censed frequency band of 2.4 GHz [4]. That is a specification for the use of low
power radio communications to wirelessly link phones, computers and other net-
work devices [5] over short distances which is about 10 m or less. In addition,
countries use computers, entertainment systems or televisions, music and telephones
for connecting each other. Connecting these devices can be wired by cable and radio
signal and infrared. How to connect is more and more sophisticated and easier than
ever. Bluetooth is a wireless and automatic connection. Our daily life has become
very simple and interesting.

Mobile phone software is widely used. Controllable devices are increasing day
by day. Recently, cars are being used by stopping, firing and shutting down the car
for using mobile devices.

Our mobile application framework is connecting to device for hydrogen skin
moisturizing. This mobile application enables users to manage skin moisturizing
device based on PCB board. It creates favorable conditions for users to manage
devices from their favorite places.

In this research work, we provide a mobile application framework for hydrogen
skin moisturizing device that shows a status of sensors information and allows you
to control PCB board. The clients can use the mobile application framework to easily
view information and control PCB board on Bluetooth technology. This paper we
compare native, hybrid and web based mobile application.

2 Related Works

2.1 Web Based Mobile Application

The Web-based mobile application is run with a web browser on your phone, other-
wise, that is the Chrome, Firefox, or Safari browser that are used daily by us [6].

Memory does not use any memory on the user’s phone or any space [7]. The
advantages of Web applications are simple and fast development. However, more
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Fig. 1 Architecture of web
based mobile application

Mobile OS (iOS, 
Android, etc..)

Our mobile applicaƟon

Web browser (Firefox, 
Chrome, etc...)

and more of these weaknesses are: not work in offline mode, not possible to use
features of the user’s phone, i.e. we do not have access to basic features such as
mobile Bluetooth, storage and location [8]. Web based applications are just a great
way to deliver presentations and small announcements to many people. The web
based mobile application architecture is shown in Fig. 1.

2.2 Native Mobile Application

Native mobile application is a low-level programming and all native applications that
we know are written by native apps. In other words, clock, location, contacts, camera,
and calendar. However, it means that every platform does not work on clock iOS that
is written on Android or used different native apps. The Android application is written
in Java programming language, while the iOS application is written in the Objective-
C programming language. We can’t use the same codebase for each platform and we
must write same logic for each one [9].

The advantage of choosing a native app is that it is the fastest and most reliable
when it comes to user experience. Native apps can also interact with all of the
device’s operating system features, such as the microphone, camera, contacts lists,
etc. However, a bigger budget is required if you want to build your app for multiple
platforms (i.e. iOS and Android) and to keep your native application updated [10,
11]. Additionally, the environment, where we write our code is completely different
(Xcode and Android studio). The native mobile application architecture is shown in
Fig. 2.
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Fig. 2 Architecture of
native mobile application
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3 Hybrid Mobile Application

Hybrid mobile applications are a very commonly used framework today. Develop-
ment process is fast and easy for beginners. Web development technologies such as
HTML, JavaScript and CSS are used for development of hybrid application.

Developed code is converted to android and iOS. It can be written on one platform
and can be used on all platforms, saving a lot of time. However, more resources
are used than native applications [12]. Some phone features are not available. The
native wrappers allow hybrid apps to be installed on devices, deploy via app stores
and access native device APIs via JavaScript [13]. The hybrid mobile application
architecture is shown in Fig. 3.

3.1 React Native Mobile Application

In 2015 Facebook launched an open-source project of their own called React Native,
which lets you build real, native iOS and Android apps with one codebase. It’s not a
“mobile web app”, a “HTML5 app”, or a “hybrid app”. With React Native you can
build a real mobile app that’s indistinguishable from an app built using Objective-C
or Java. We just use JavaScript and React to put it together [14]. The react native
mobile application architecture is shown in Fig. 4.

In React Native, just as in React, it writes view using JSX, combining markup
and the JavaScript that controls it into a single file. For many web developers, the
separation of files based on technologies is a given you keep your CSS, HTML, and
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Fig. 3 Architecture of
hybrid mobile application
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Fig. 4 Architecture of react native mobile application

JavaScript files separate. The idea of combining markup, control logic, and even
styling into one language can be confusing.

JSX prioritizes the separation of concerns over the separation of technologies. In
React Native, this is even more strictly enforced. In a world without the browser, it
makes even more sense to unify our styles, markup, and behavior in a single file for
each component. Accordingly, your *.js files in React Native are in fact JSX files.
If it was using vanilla JavaScript when working with React for web, it will want to
transition to JSX syntax for your work in React Native [15].
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4 Proposed Solution

The proposed solution is developing mobile application which is managing to hydro-
gen skin moisturizing device. The hydrogen skin moisturizing device and connection
method architecture is shown in Fig. 5. Our devices connect to other devices using
PCB board. Control temp sensor, Sensor Hydrogen, sensor humidity sensors. This
control is managed by a user with cell phone software and adjusts the device.

The mobile application is connected to hydrogen skin moisturizing device by
Bluetooth communication method. The software will open in two types. The first
is to connect new devices. The second is to log your device with access rights. The
software will be connected with the hydrogen skin moisturizing device to exchange
data and provide users with information such as room temperature, hydrogen, and
humidity. Based on the information, the user can change the temp, hydrogen, and
humidity settings and turn on and off with the remote control. Our mobile application
architecture is shown in Fig. 6.

The mobile application sequence diagram of create device, get status, set hydrogen
level and turn on/off of hydrogen skin device is shown in Fig. 7. A sequence diagram
shows how the information passed through the user’s actions. The user requests to be
created the device on the phone software. After that, the software will send a request
to connect to the hydrogen skin device and will be displayed to the user if the device
is able to connect. If the user wishes to add the device, the device will be retained on
the software data.

If the user enters the device status request to the program, the software will send
a request to connect the device to the hydrogen skin device. The software will be
sent whether the hydrogen skin device is acceptable. If it is available for connect,
will send request of status to the hydrogen skin device from the software. When the
hydrogen skin device accesses other sensors, it will get the status and send it to the
software. The software will show the posted status to users. Based on this, the user
will take the following steps.

PCB board Power supply

LEDs 
indicaƟng

Sensor 
Hydrogen

Sensor 
Humidity

Bluetooth 
CommunicaƟon

Sensor 
Temp

Mobile ApplicaƟon

Fig. 5 The hydrogen skin moisturizing device architecture
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Fig. 6 Mobile application operation
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Fig. 7 Sequence diagram of proposed method
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Fig. 8 Flowchart diagram of
device connection
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The mobile application flowchart diagram is shown in Fig. 8. A flowchart diagram
illustrates a mobile application section that connects to the device. Check if Bluetooth
is enabled after the software turns on. If Bluetooth is enabled, the list of all hydrogen
devices connected and able to connect to the phone will be displayed. After selecting
the Hydrogen skin device, it will receive and control the device. If the device is turned
off then the operation ends.

5 Implementation

The comparison for mobile application development methods are shown in Table 1.
We developed the system on React native mobile application framework.

The mobile application can connect one or more devices and manage all devices.
The application can set hydrogen value and time settings. Also, users can view room
temperature, humidity and hydrogen. The mobile application’s home page is shown
in Fig. 9. The device name on the home page will appear on Device 1 and will be
moved to the device management page by clicking. If there is no connected device or
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Table 1 Comparison table of mobile application

Web based Native Hybrid React native

Skills needed to reach
Android and iOS

HTML, CSS,
JavaScript

Objective-C,
iOS SDK,
Java, Android
SDK

HTML, CSS,
JavaScript,
Development
Framework

JavaScript,
React

Distribution Web App
Store/Market

App
Store/Market

App
Store/Market

Development speed Fast Slow Moderate Moderate

Development cost Low High Moderate Moderate

Maintenance cost Low High Moderate Low

Graphical performance Moderate High Moderate High

App performance Moderate Fast Moderate Fast

Access to mobile
features

No Yes Yes Yes

change it, click the button at the top right and open the menu. That menu is shown in
Fig. 10. This menu includes the keys to enter, register, and select the device and search
functions. User login page is shown in Fig. 11. To switch a device to administration
page, users must be logged into the system and the user login name and password will
be displayed. Also, the user can return from this page. The user registration page is
shown in Fig. 12. Fields such as username, password, and email address are included
in a form that is shown in the user registered page. In addition, the user can check that
the user’s name is overlapping with the username in the system before clicking the
register button. To do so, click the “Check” button next to the user name field. After
completing the registration fields, click the “Next” button to move to the next page.
When click on the “Search device” button on the right menu, will move to the page.
Click the “search” button located in the center of the screen to get the list of possible
devices connected by Bluetooth. Selecting the device name you want to use from this
list will be able to manage this device. The Search Device page is shown in Fig. 13.
Device management page is shown in Fig. 14. Here are the features for managing
devices with the following list. In this regard, the environment humidity indicator
(%), moisture adjustment, time settings, settings and “turn off device” button. If the
humidity indicator percent that appears in the center of the screen decreases, the
color will change and the alert box will appear. The indictor is shown in Fig. 15. By
clicking the moisturizing power button, will control the humidifying power of the
device at 1–4 levels. The moisturizing power button is shown in Fig. 16. By pressing
the time settings button, you can set the time and turn on and off time for the device,
and adjust the working time. The setting button is shown in Fig. 17. Click the Settings
button to display a window with high, medium and low options. But, pressing the
“switch off the device” turns off the device and move to the front of the page.
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Fig. 9 Mobile application
home page

Fig. 10 Mobile application
menu
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Fig. 11 Mobile application
user login page

Fig. 12 User registration
page
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Fig. 13 Search device page

Fig. 14 Device
management page
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Fig. 15 The humidity
indicator

Fig. 16 The moisturizing
power
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Fig. 17 Time setting page

6 Conclusions

In this paper, we developed mobile application framework which manages the skin
device. We use react native framework for developing mobile application.

The mobile application is connecting to hydrogen skin moisturizing device by
Bluetooth communication method. The hydrogen skin device is developed on PCB
board. The PCB board is installed Bluetooth communication device. Our developed
mobile application is working on iOS and Android devices.

In future, we are developing additional functions. For example:

• Get notification on user smart phone
• Get working time (how many time worked?)
• Change the Bluetooth communication method to wireless adapter
• Get alert function on user smart phone

When we used react native framework, there are some advantages in our devel-
opment. React Native offers a truly native user experience, unlike other hybrid tools
that merely provide a native-style wrapper for browser-based applications. It not only
makes the development process simple but also faster.
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Measurement of Usability for Speech
Recognition on Ok Google

Emny Harna Yossy, Wayan Suparta, Agung Trisetyarso,
Bahtiar Saleh Abbas and Chul Ho Kang

Abstract As technology develops, Google can accept input not only by typing
keywords but also through speech. Speech as input to Google is known as the Ok
Google feature. However, many search engine users never pay attention to search
engine definitions. So, websites are only limited to projects without further manage-
ment, and that is what happens to the current website. Therefore, in this study, an
assessment of usability is conducted on Google especially in the Ok Google feature
using Nielsen Model. The research method used in this research is the quantitative
research approach, a method which includes approach and kind of research, popula-
tion and sample, instrument, data collection technique, and data analyze. Data collec-
tion techniques include learnability, efficiency, memorability, errors and satisfaction
assessment and Likert scale ranges from 1 to 4. It can be signed into categories of
sites with usability values, namely “very difficult to understand,” “difficult to under-
stand”, “easy to understand” and “very easy to understand”. The construct validity
is with Orthogonal Iterations with Index reliability of 0.91. The results of this study
are the usability testing of Ok Google tends to be significance (α) of 5% with data
of 124 is 1.66, feedback statement in the questionnaire is considered valid, then the
questionnaire results show α � 0.91 which means the measurement of usability on
Ok Google Feature is an excellent level. The average usability value obtained by Ok
Google in Indonesia is included in the category of usability “easy to understand”.
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In addition, it was found that Ok Google has the highest memorability level and the
lowest error.

Keywords Speech recognition · Website · Usability

1 Introduction

Google website is a search engine site. Users can do data search by typing keywords
in Google. Now, Google can accept input not only by typing but also by speech.
Technology to search data with speech keywords is known as speech recognition.

Speech recognition takes raw data and acting based on data classification. Speech
recognition is a technology that uses equipment with the source of input is speech,
like microphones to interpret human voices [1]. Speech recognition is a process that
is carried out by a computer to recognize a word spoken by someone regardless of the
identity of the person concerned [2]. Speech recognition is also one way for speech
to be recognized, so that it can be utilized [3]. One of the uses of speech recognition
technology by Google is to provide on Ok Google features. Ok Google uses speech
recognition as input voice searches and actions. Ok Google uses speech to do actions
like search, get directions, and create reminders. For example, if it is forecast rain,
say, “Ok Google, do I need an umbrella tomorrow?” On some devices, you can also
say, “Hey Google” [4].

With the addition of speech recognition features as one indicator of the success
of the development of the Google website. Google’s success is supported by the
ownership of a good website interface. The interface of the college website is a
bridge that connects user information needs to the sources and services available on
Google. Google, which is prepared as a means of searching for customers, needs to be
designed, improved and managed properly. To realize broader and more widespread
use, open opportunities for accessing, managing and utilizing information on Ok
Google in large volumes quickly and accurately, then required a form of evaluation
of the website owned by Google, so the quality of websites is known in terms of
usability. Assessment of usability is very oriented to how the users perceive when
using a product. If users feel the benefits, convenience, efficiency during using time
or other positive things, chances are the user will continue to utilize these products
and automatically, the usability of the product is at a high level.

Usability is one of the factors that influence the quality of web [5]. A website
that has a quality interface that is efficient, effective, satisfy customers, easy to learn,
easy to remember and not error [6]. Websites that have a simpler quality interface are
effective, efficient and satisfying [7]. However, existing websites need to be evaluated
to find out whether Google with the ok feature also has a high-quality interface
and obtains user input on the use of college websites. User input is useful for the
development of the next website. Site evaluation nowadays, the ease of solution-
oriented customer service has become an important business trend. The customer
service process must be friendly and easy to use.
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However, there is a variety of information, but many of these websites cannot
fulfill the initial goals of creation, some even disappoint users. It is known that 60%
of the website content is the information that is not needed by the user, and this has
an impact on decreasing productivity and increasing frustration [8]. With bad expe-
riences obtained when visiting a website, the user will give a separate assessment
or even mark a website as not worth a visit. So many websites have been aban-
doned by users because of failure to achieve the initial goal of the website. Another
disadvantage is that the website profits will decrease and then the website will close.

Forrester Research conducted a study and found that 50% of potential sales were
lost because users did not get sufficient info, 40% of those visiting did not return
to the website because of the bad experience of the first visit [9]. Although these
results do not present all the outstanding websites, at least there is a negative impact
when the website is not visited again. To answer this problem, the website that is built
must be able to obtain a high level of satisfaction without leaving the specific purpose
of the website itself, in this case, the Ok Google. To realize broader utilization and
open opportunities for accessing, managing and utilizing tertiary information in large
volumes quickly and accurately, a form of evaluation of websites owned by Google
is needed so that the quality of the websites seen is known in terms of usability.

Usability comes from the word usable, which can be used properly. Usability has
a definition where products are used by certain users to achieve their goals more
effectively, efficiently and satisfactorily in the scope of their use [7]. Usability as
user experience in interacting with applications or websites until users can operate
it easily and quickly [6].

Assessment of usability is very oriented towards how users perceive when using
a product. If the user feels the benefits, convenience, and efficiency during the using
time or other positive things, the chances are that the user will continue to use the
product and automatically the usability level of the product is at a high level. Many
users do not like bad website designs and want the website to be easily learned.
Therefore, usability measurements from the website are needed. Website measure-
ment consists of four aspects including (1) learnability: the convenience of users in
studying the website when they first visit; (2) efficiency: the speed of the user under-
stands the site when he first visits; (3) memorability: ease of users remembering how
to use the website when it has not been visited for long; (4) error: ease of handling
users when an error occurs when visiting the website; (5) satisfaction.

This study was conducted to assess the usability of speech recognition on Ok
Google with control over the usability of the website. Ok Google was created to
support Google to use “Ok Google” voice searches and actions. User can use voice
to do actions like search, get directions, and create reminders [4].

Researchers also want to know the learnability, efficiency, memorability, errors
and satisfaction level of usability in Ok Google and the assessment of efficiency
criteria. By using usability analysis from Nielsen, it is hoped that users of this search
engine website feature can provide an evaluation of search engine website to increase
the use of the website. User satisfaction includes feelings and opinions when visiting
the website, which can be described as follows (Fig. 1):
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Fig. 1 Nielsen usability model [6]

2 Research Methods

This study aims to explain whether there is a relationship between the speech recog-
nition display on the Ok Google feature and the results of the usability assessment.
In this study, there are five research variables namely learnability, efficiency, mem-
orability, error and satisfaction. These variable indicators are developed into the
statements stated in the questionnaire using a Likert scale for variable learnability,
efficiency, memorability, error, and satisfaction. The next step, data obtained is ana-
lyzed using a statistical program. Therefore, this study uses quantitative research
methods. Quantitative research is a study to test objective theory by testing the rela-
tionships between variables. Variables can be measured using instruments so that the
amount of data can be analyzed using statistical procedures.
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The research measures the level of speech recognition display in the Ok Google
feature with the results of the usability assessment. The resulting data is tested
using the Product Moment formula to determine the magnitude of the correlation
coefficient and determine whether the relationship between the two variables is sig-
nificant or not. Research includes the type of correlational research. Correlational
research is a nonexperimental type of research where researchers measure two vari-
ables and correlations between them with little or no effort to control variables [10].

The population of this research is the search engine users called Google which have
the ok Google feature that accepts input using sound. The thing that is considered in
determining the population is users who have the potential and enormous contribution
to search using Google. The research sample is based on the calculation of the usual
testing condition used in statistics (at least 30 subjects). The samples obtained were
36 subjects.

In this study, the data collection tools (instruments) used is non-tests, in the form
of questionnaires. The questions or statements in the questionnaire were developed
based on usability theory relevant to each research variable. Questions or statements
in questionnaires are measured using a Likert scale, namely “a scale used to measure
attitudes, opinions, perceptions of a person or group of people about social phe-
nomena”. The answers to each instrument item in this study vary from very positive
to very negative, in the form of words such as: strongly agree, agree, disagree, and
strongly disagree. Thus, in measuring the research variables, respondents were asked
to state their perceptions by choosing one of the alternative answers on a scale of
one to four. The development of instruments for each research variable is as follows:
(1) learnability: easy to understand website for information and navigation that is
presented; (2) efficiency: websites can be accessed quickly and have good quality
results; (3) memorability: how to use the website is easy to remember for new user
and when the user has not been used it for a long time; (4) error: the website has
functions that do not work properly, and the website has problem or help features
to overcome errors; (5) satisfaction: users need training or not to access the website
and the facilities provided by the website make users feel comfortable.

A questionnaire is to diagnose the level of usability of speech recognition on
Google, especially the Ok Google feature. There are ten statements used to measure
the usability level of the Ok Google feature. All statements are formulated in the
following positive statement sentences: (1) The information provided by Ok Google
is easy to understand; (2) User easily understand the command buttons or the words
used in Ok Google; (3) User can do online search quickly; (4) User feels the quality
of the search process with the application is increasing; (5) It is easy to remember
how to use Ok Google; (6) It is easy to remember how to use Ok Google when you
have not used it for a long time; (7) User does not find errors or functions that are
not working properly in the use of Ok Google; (8) Ok Google provide a Problem or
help feature to resolve the problem; (9) User does not feel burdened (do not need
to attend training) to access Ok Google; (10) User is comfortable with the facilities
available at Ok Google.

Alternative answers given to respond to existing statements include: (1) strongly
disagree which means that the activities expressed in the statement are strongly
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Table 1 Visually the alternative range of answers and scores

Strongly disagree Disagree Agree Strongly agree

1 2 3 4

Table 2 The following operational planning variables number of statement items, lower total score
and highest total score

No. Usability
variable

State
number

Total state Lowest total
score

Highest total
score

1. Learnability 1–2 2 2 4

2. Memorability 3–4 2 2 4

3. Efficiency 5–6 2 2 4

4. Error 7–8 2 2 4

5. Satisfaction 9–10 2 2 4

Total 10 40

disagree to be carried out, the score given is one; (2) disagree which means that the
activity expressed in the statement does not agree to be carried out, the score given is
two; (3) agree that means the activity disclosed in the agreed statement is carried out,
the score given is three; (4) strongly agree which means that the activities expressed
in the statement strongly agree to be carried out, the score given is four (Table 1). In
this instrument there are ten statements, the lowest total score is 10 (i.e., the result
of multiplication between score 1 and the number of statements which is 10); and
the highest total score is 40 (the result of multiplication between scores 4 and the
number of statements which is 10). Visually the alternative range of answers and
their scores can be described as follows:

Because the usability speech recognition variable on the Ok Google feature is
divided into five sub-variables, the total score of each sub-variable will vary depend-
ing on the number of statements formulated to capture the relevant sub-variable data.
In detail of the number of statements, the lowest total score and the highest total
score for each type of operational planning are as follows (Table 2):

In this study, the valuation method uses a Likert scale reference benchmark using a
scale of 1, 2, 3 and 4. Value 1 will be given if the information listed on the sub-criteria
is not available at all on the site. Value 2 will be given if there is information printed on
the sub-criteria, but it is difficult to understand. Value 3 will be given if the information
printed on the site is easy to understand. Value 4 is given if the information printed
on the site is very easy to understand. The purpose of this assessment score is to
get a greater difference in the final score between the two sites when compared
with the valuation using the values of 0 and 1. In addition, this aims to make the
indicators assessed on the framework more detailed. The values of each sub-criterion
that exist on learnability criteria are 4, 3, 2, and 1. Assessment aims to make the
indicators assessed in the framework more detailed. The assessment of each criterion
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has similarities, namely the level of understanding, easy to understand, difficult to
understand and very easy to understand.

These levels are adjusted to the sub-criteria mentioned earlier, on the criteria of
learnability and memorability which are measured in the level of ease, the efficiency
criteria are at the level of speed, the criteria for errors are at the level of error, and the
criteria of satisfaction are at the level of satisfaction. Assessments for each aspect
carried out based on the sum of the assessment results of all sub-criteria which then be
divided by the number of sub-criteria available. The maximum value of learnability,
efficacy, memorability, errors, and satisfaction is the maximum value obtained in all
sub-criteria in each assessment criterion, which is if all indicators get a value of 4.
Because the number of sub-criteria of the five criteria is not the same, then the
maximum weighting of each criterion is carried out.

Learnability � Sum value of learnability sub-criteria

Maximum value all of learnability sub-criteria
(1)

Efficiency � Sum value of efficiency sub-criteria

Maximum value all of efficiency sub-criteria
(2)

Memorability � Sum value of memorability sub-criteria

Maximum value all of memorability sub-criteria
(3)

Errors � Sum value of errors sub-criteria

Maximum value all of errors sub-criteria
(4)

Satisfaction � Sum value of satisfcation sub-criteria

Maximum value all of satisfcation sub-criteria
(5)

Based on usability values or the results of the five criteria, the sites can be grouped
into categories with usability values “very difficult to understand,” “difficult to under-
stand”, “easy to understand” and “very easy to understand”. Then it is defined about
the total usability value, then the usability value of the proposed framework is defined
as the average of the sum of the five criteria.

Usability Value � Sum value of criteria (learnability, efficiency, memorability, errors, satisfaction)

Maximum sum all value of criteria
(6)

In this study, the weighting is in grades 1–4 according to the results of the assess-
ment on the proposed framework. Explanation of the overall usability value, namely:

a. Usability on a site is categorized as “very difficult to understand” if the average
value is in the range of 0–1.0.

b. Usability on a site is categorized as “difficult to understand” if the average value
is in the range of 1.01–2.0.

c. Usability on a site is categorized as “easy to understand” if the average value is
in the range of values 2.01–3.0.

d. Usability on a site is categorized as “very easy to understand” if the average value
of values is in the range of values 3.01–4.0.
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3 Results and Analysis

The results of the questionnaire consisted of 10 columns according to the feedback by
respondents on the questionnaire, and 124 lines according to the number of respon-
dents. The correlation of attributes in the table is used to describe the characteristics
of an individual or object about how the dependent, associate or relationship between
attributes [11]. To measure the correlation attribute of the questionnaire results used
Pearson Product Moment Correlation Coefficient.

Pearson Product Moment Correlation Coefficient or Linear Correlation Coeffi-
cient is a measure of the strength and direction of the relationship between two
variables quantitatively linearly [12]. Pearson correlation r assumes that both vari-
ables analyzed have a linear relation [13]. Linear Correlation Coefficient is calculated
using the following equation [14]:

r � N
∑

XY − (∑
X

)∑
Y

√(
N

∑
X2 − (∑

X
)2

)(
N

∑
Y 2 − (∑

Y
)2

)

To speed up the calculation then use Microsoft Excel application because it pro-
vides a function to calculate the value of the linear correlation coefficient with the
function name CORREL() [15].

The result of the calculation is compared with the coefficient of the Critical Value
table of Pearson Correlation Coefficient r, if more count value is greater than the
value of the table, then it is considered valid, and vice versa. The value of the Critical
Value table of Pearson Correlation Coefficient r for significance (α) of 5% with data
of 124 is 1.66. Table 3 is the calculation results.

After each feedback statement in the questionnaire is considered valid, and then
the reliability test is performed. For reliability test, this study used Cronbach Alpha.
Analog measure uses Cronbach’s Alpha to estimate internal consistency [16]. The
results of reliability calculations are shown in Table 4.

The classification of the widely accepted approach is as follows Table 5 [17].
Based on the Classification of Reliability Coefficient (Cronbach Alpha) table,

the questionnaire α ≥ 0.9. Therefore, Reliability Coefficient (Cronbach Alpha) on
evaluating the use of Speech Recognition for Search on Ok Google Features is at the
excellent level of reliability.

Table 3 Calculation of linear correlation

Respondents A1 A2 A3 A4 A5 A6 A7 A8 A9 A10

T-hit 12.09 7.49 6.36 7.06 8.40 6.70 4.66 4.35 7.77 9.68

T-tab 1.66

Valid Valid Valid Valid Valid Valid Valid Valid Valid Valid
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Table 4 The results of reliability calculations

Respondents A1 A2 A3 A4 A5 A6 A7 A8 A9 A10

Total 377 382 384 374 393 376 306 353 388 369

Item variant 0.54 0.57 0.67 0.55 0.56 0.66 1.02 0.60 0.73 0.65

Total item variant 6.55

Total variant 36.09

Reliability 0.91

Table 5 Classification of
reliability coefficient
(Cronbach Alpha)

Reliability coefficient (Cronbach Alpha) Comment

α ≥ 0.9 Excellent

0.7 ≤ α<0.9 Good

0.6 ≤ α<0.7 Acceptable

0.5 ≤ α<0.6 Weak

α < 0.5 Unacceptable

After the researcher found that the questionnaire was valid and reliability in accor-
dance with the standards, the next step was to compare criteria and results of mea-
surement to the results of overall usability. The results are then divided into five
parts, namely the results of the assessment on learnability criteria, results on effi-
ciency criteria, results on memorability criteria, results on criteria of errors, results
on satisfaction and final criteria are the results of measurement of overall usability or
total values of the five criteria there is. The following are the results of the assessment
based on dimensions:

1. Learnability

The total value for learnability criteria is obtained from the sum of the results in the
sub-criteria, the ease of the user to understand the information given and the command
button or words. The average value for the sub-criteria ease of understanding of the
information given is 3.040323 from the maximum value of each sub-criteria is 4, the
average for sub-criteria the user understands the command or words is 3.080645 from
the maximum value of each sub-criteria, and the average for the ease sub-criteria. So,
the total average value for the learnability criteria of the maximum value of the two
sub-criteria is equal to 3.060484. Based on these data, overall it can be concluded that
the usability level on Ok Google for learnability criteria is at a good level because
the average reaches number 3.

2. Efficiency

The total value for the efficiency criteria is obtained from the sum of the results
in the sub-criteria makes it easy for users to search quickly and the quality of the
search process increases. The average value for the sub-criteria for the ease of users
to do a quick search is 3.096774 from the maximum value for each sub-criteria is 4,
the average for the sub-criteria quality improvement process is 3.016129 from the
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maximum value of each sub-criteria, and the average for the ease sub-criteria. So,
the total average value for the efficiency criteria of the maximum value of the two
sub-criteria is equal to 3.056452. Based on these data, overall it can be concluded that
the usability level at Ok Google for the efficiency criteria is at a good level because
the average reaches number 3.

3. Memorability

The total value for the memorability criteria is obtained from the sum of the results
on the sub-criteria, the ease of the user remembering how to use Ok Google as a first
timer user and ease on remembering how to use Ok Google when it has not been used
for a long time. The average value for the sub-criteria for the ease of remembering
on how to use Ok Google for the first time is 3.169355 from the maximum value of
each sub-criteria is 4, the average for the sub-criteria of ease to use Ok Google when
it has not been used for a long time is 3.032258 from the maximum value of each
sub-criteria, and the average for the ease sub-criteria. So, the total average value for
the memorability criteria of the maximum value of the two sub-criteria is equal to
3.100806. Based on these data, overall it can be concluded that the usability level
at Ok Google for memorability criteria is at an easy-to-understand level because the
average reaches number 3.

4. Errors

The total value for the errors criteria is obtained from the sum of the results in the
sub-criteria, the user does not find errors or functions that are not working properly
in the use of Ok Google and Ok Google provides the problem feature or help to solve
the problem. The average value for the sub-criteria of the user not finding an error
or the function running incorrectly in the use of Ok Google is 2.467742 from the
maximum value of each sub-criteria is 4, the average for the Ok Google sub-criteria
provides the help feature to overcome the problem that occurs is 2.846774 from the
maximum value of each sub-criteria, and the average for the ease sub-criteria. So,
the total average value for the criteria for errors of the maximum value of the two
sub-criteria is 2.657258. Based on these data, overall it can be concluded that the
usability level on Ok Google for errors criteria is at an elusive level because the
average reaches number 2.

5. Satisfaction

The total value for the satisfaction criteria is obtained from the sum of the results in
the sub-criteria, the users feel unencumbered (no need to take training) to access Ok
Google and feel comfortable with the facilities available on Ok Google. The average
value for the sub-criteria of the user unencumbered to access Ok Google is 3.129032
from the maximum value of each subcategory is 4, the average for sub-criteria users
feel comfortable with the facilities available on Google OK is 2.975806 from the
maximum value of each sub-criteria. So, the total average value for criteria errors
from the maximum value of the two sub-criteria is equal to 3.052419. Based on these
data, overall it can be concluded that the usability level on Ok Google for satisfaction
criteria is at an easy-to-understand level because the average reaches number 3.
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Furthermore, the average usability value obtained by Ok Google in Indonesia is
2.985484 or rounded up to 3.0000. If the average value is included in the predeter-
mined category, then overall it can be seen that Ok Google is included in the category
of usability “easy to understand” because the overall average reaches number 3.

After usability measurements on Ok Google, it was found that Ok Google has
the highest memorability level and the lowest error. In addition, some of the findings
obtained in the formulation of criteria. Many things are found in the assessment of
Ok Google’s usability level, one of them is almost all college websites do not pay
attention to the convenience of users to find the help feature when facing difficulties
in using Ok Google. To find out the usability of Ok Google, more details are needed
on the respondent, and the comparison of usability ratings is done with methods other
than Nielsen.

4 Conclusion

The results of the study show that Ok Google is quite capable of meeting user needs.
It can be seen from learnability, efficiency, memorability, errors and satisfaction held
by respondents. In addition, this study also illustrates the usability of Ok Google,
which is the feature that currently exists and has been implemented must continue to
be sought to experience a process of improvement and innovation. It seems that Ok
Google is one of the innovations that are attractive to today’s users. Technological
developments and differences in generations that always innovate are one of the right
reasons to justify. Millennials who are technologically literate will find it easier to
absorb innovation using speech recognition that is applied appropriately and is able
to accommodate learnability, efficiency, memorability, errors and user satisfaction
in utilizing technology.
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The Data Dimensionality Reduction and
Features Weighting in the Classification
Process Using Forest Optimization
Algorithm

Daniel Kostrzewa and Robert Brzeski

Abstract The paper presents the data dimensionality reduction in the classification
process, with a special presentation of using the ability of features weighting by
determining the level of importance of a given attribute in the data vector. This
reduction was implemented using the Forest Optimization Algorithm (FOA) and
the use of a classifier allowing to enter the importance of each attribute for a data
vector. The paper presents both, a description of the capability of using the FOA
algorithm as well as the possibility of introducing modifications which allows to
regulate the objective function between the obtained classification result and the
number of reduced features. The conducted tests and obtained results were also
presented. At the end of paper, a summary and the final conclusions are provided.

Keywords Dimensionality reduction · Feature selection · Features weighting ·
Classification · Weka · UCI machine learning repository · Sound · Forest
optimization algorithm

1 Introduction

One of the stages of the classification process is proper preparation of the data set,
including the data selection process. A typical action in data selection is to exclude a
given feature, in a situation where it has no impact on the quality of the classification,
or the impact is negative (i.e., the classification result deteriorates).

The process of removing unneeded data (features from the vector) has sometimes
very strong impact on reducing the computational complexity of the classification
process. When collecting data, there are often no guidelines about how each attribute
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affects the possibility of correct classification. As a result, the number of gathered
features is as high as possible—hoping that some of them will have a positive effect
on the final result. At the same time, many of these features are only an unnecessary
noise, or even have a negative impact on the classification process. Therefore, initially
we usually collect the largest possible set of attributes. On the other hand, due to
computational complexity and data denoising, there is a need to keep in vectors
only those features, that positively affects the quality of classification. The selection
process leaves these features but typically also those that have negligible or minor
impact. In a standard selection process the level of influence of a given feature on the
classification result is not determined. The influence is discrete: 0 or 1—so-called:
exclude or include the attribute in a data vector.

On the other hand, it is possible to determine the importance of a given feature on
the result of classification in a continuous interval [0, 1] and then use this information
by the appropriate classifier. The word ‘appropriate’ is very important here. Namely,
it must be a classifier that will be able to use information about the weight, the degree
of importance of a given feature. Such a classifier is, for example the KNN.

The process of determining the degree of relevance of individual features can be
achieved with the usage of Forest Optimization Algorithm (FOA).

1.1 Contribution

In this paper we will try to answer the following question. Is it possible to combine
the features weighting (to keep the result of classification process at the highest rate)
with the feature reduction (in order to reduce the data dimension)? To investigate
this, several improvements to the FOA have been proposed.

1.2 Paper Structure

Appropriate related work in the subject is provided in Sect. 2. In Sect. 3 the standard
version of FOA is described altogether with the proposed improvements. The con-
ducted experiment results have been included in the Sect. 4. Summary and the final
conclusions are provided in the Sect. 5.

2 Related Work

The data dimensionality reduction [10, 15] can be done by two types of methods.
Attribute selection [7, 16] is based on the choice of a subset of features from a full
set in such a way as to obtain the highest possible quality of classification [8]. Both,
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deterministic [13] or non-deterministic methods [18, 25, 26] are able to achieve
good results. The second group of data dimensionality reduction strategies is con-
struction of attributes [11] which produces new set of features as linear or non-linear
combination of the original ones.

There are many non-deterministic methods of attribute selection. The FOA [9,
10], used in the current research, is one of the newest strategies which gave very
good results on the field.

The FOA has also the ability to determine the degree of importance of features,
its degree of influence on the classification result. Relevant research in this area is
presented in papers by the authors of FOA [9, 10]. It shows not only the possibility of
determining the weights of features [3, 5, 17, 21] but also the use of this knowledge in
the classification process, using the KNN classifier [2], giving the ability to determine
the weight of individual feature for the input data. The issue is not trivial, because
most of the classifiers [24] cannot use knowledge of the features weight. All attributes
are treated with the same relevance.

If FOA is able to determine the relevance of the feature and, on the other hand,
has the possibility to select a subset of attributes from the whole set, then it should
be achievable to combine this two objectives in one optimization process.

The obtained classification results can be compared according to many indica-
tors [1, 4, 6, 19]. Choosing the right one is usually associated with the goal of
classification. In this paper, as well as in the papers about FOA [9, 10], the accuracy
was used to determine and compare the quality of the classification process.

3 Overview of Proposed Method

During the study the Forest Optimization Algorithm was used, in order to perform
the dimensionality reduction of data vectors, as well as the process of determining
the importance level of the features.

3.1 Forest Optimization Algorithm

In this work, in order to be able to carry out research, the FOA has been implemented
in Java, at the beginning according to the original description [9, 10] (Fig. 1), together
with adaptation to the problem being solved.

Each tree in FOA represents a potential solution of the problem. In this case it
is an ordered sequence of numbers from the range [0, 1]. The numbers denote the
relevance of the attributes.

In step 1 the initialization of given number of trees is performed. This phase
consists of a random selection of a subset of features from the whole set. The age of
new trees is set to 0.
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Fig. 1 The flowchart of FOA [10]

Local seeding is done afterwards (step 2). It is done only on trees with age equals
0. The seeding is equivalent to a random change of value of selected feature from
the given range (in our case ± 0.2), with simultaneous limitation of the final result to
the range [0, 1]. The local seeding counter (LSC) is a parameter which determines
the number of newly created trees. After this step the age of all trees is incremented
(except new solutions).

Step 3 is limiting the current population to a given number (area limit) by removing
the oldest and worst performing results, and transferring them to the candidates
population.

Global seeding (step 4) is performed only on each tree from the candidates pop-
ulation. It contains the random change (in range [0, 1]) of GSC number of features
on every potential solution, where GSC (global seeding counter) is a parameter of
the method.

If any of the new trees represents better solution than current best one, then in
step 5 the best tree is saved as potential solution of the whole method.

The stop condition is checked in step 6. It may be the execution of a certain
number of iterations, achievement of the expected accuracy of the results or lack
of the improvement of the results in a given number of subsequent iterations. In the
conducted research, the algorithm stop criterion is the lack of finding a better solution
from currently the best, through 300 iterations.

3.2 Proposed Improvements

If the change of weights in a given range is replaced by setting the relevance to 0 or
1 (where 0 means attribute removal), a reduction of dimensionality is obtained. On
the other hand, there is no information about the relevance of individual features.

Therefore, in this paper we propose and test the use of FOA, and its modifications
to obtain both: the reduction of features and the information on the relevance of
individual attributes (weight of features).



The Data Dimensionality Reduction and Features Weighting … 101

For this purpose, the following have been introduced by the authors:

• Epsilon—a parameter which allows to reduce the feature when the result (e.g.,
accuracy) is worse by no more than this parameter comparing to the one without
reduction of the feature. Thus, theoretically there is a small possibility of dete-
rioration of the classification accuracy by this value at each iteration in case of
rejecting a given features. However, this situation in unlikely to happen, because
sometimes there is an improvement of the classification result after reduction of
some features. Secondly it affects only the result for the training and validation
data. The final quality is checked on the test data—this is the reason why the final
value can be quite different. In other words, epsilon parameter can be treated as
method which allows to leave local minimum of the objective function. The tests
were carried out for the values equals 0.001 and 0.0025.

• Threshold for removing features—if after the iteration of the algorithm, the weight
of the feature will be reduced below this value, it is removed from the data vector—
as very little relevant. This improvement enables faster removal of attributes of
minor importance from the classification quality perspective. Current tests were
carried out for the value equals 0.1.

3.3 Classification with Weighted Features

In the tasks of recognizing the belonging of an object to a particular class, the classi-
fiers are used as a basic tool. They allow, based on a set of training objects, to classify
the examined object into a given class. In this work the KNN algorithm was used
due to the possibility of entering weights of the attributes.

The most popular method of determining the similarity of objects, in the KNN
classifier, is to determine the value of the Euclidean distance between them. The
function of the standard version of the distance is as follows (formula 1):

Euclidean distance(X, Y ) =
√
√
√
√

D
∑

n=1

(xi − yi )2, (1)

where xi and yi are values from X and Y data vectors, between which the distance
is measured, and D is the size of the data vector.

In this work, in order to optimize the efficiency of classification, the method of
assigning weights to each of the features was used. This assumption introduces a
modification to the formula for the Euclidean distance as follows [9] (formula 2):

W eighted Euclidean distance(X, Y ) =
√
√
√
√

D
∑

n=1

wi (xi − yi )2. (2)
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The variable wi determines the weight of the i-th feature. The modification allows
the use of the KNN method to perform the classification process, using knowledge
about the importance of individual features.

4 Results of the Conducted Experiments

The research was carried out on two datasets. First one, Dermatology [23] (34 fea-
tures, 366 vectors, 6 classes), is well known dataset in the literature taken from UCI
Machine Learning Repository. The second dataset (AudioFeelDB [14], 82 features,
200 vectors, 2 classes) concerns the classification of songs by its genre. This is an
important problem [20, 22], which is why this dataset has been taken into account.

The datasets have been divided into 10 parts in such a way that the number of
representatives/vectors of a given class in each part is the same (or differs by at most
1 vector). Then, from these 10 parts, 10 different training and test sets were created
at ratio of 70/30 (i.e., 70% of vectors are in training set, and remaining 30%—in test
set). The training group was used to train the classifier according to FOA outcome
using internally the 10-fold cross-validation method.

The experiments were carried out as follows: on each of the 10 sets (training set
with test counterpart), three FOA optimizations were performed. As a result, a total
of 30 tests were done for the both datasets.

The test software we made in Java and we exploited the WEKA library [12].
All computations were performed on the machine with AMD FX-8350 Eight Core
Processor 4.00 GHz with 32 GB of DDR3 RAM.

In order to check the objectives of the paper, we designed a set of 6 different tests:

• Test 1 This test is carried out without determining the weights of individual fea-
tures. The main goal is to obtain the largest reduction of attributes, assuming that
the result of classification does not deteriorate from the initial value for the full
set of features (without reduction). The FOA algorithm is used here with a dis-
crete change of weights: 0 or 1 (i.e., the attribute is excluded or included in the
subset respectively). So the goal is to remove as many features as possible without
worsening the result of the classification.

• Test 2 The test determines the weights of individual features. This is done without
focusing on reducing the quantity of features. The aim is to obtain the best clas-
sification result for the full data vector (but with specified weights of individual
features). This is the test where at the same time the weights of some features
have been reduced to value 0. This is a reason why some of attributes have been
removed. The FOA algorithm is used here in the way, where weight of features
can be change by a random value from the given range (in our case ± 0.2), with
simultaneous limitation of the final result to the range [0, 1].

• Test 3 The test is the same as in Test 2 but with exploitation of the epsilon parameter.
The value of epsilon is equal 0.001.
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• Test 4 This is an extension of Test 3. We used the threshold for removing features
with value equal 0.1 (i.e., when the weight of given attribute is smaller than 0.1
the weight is set to 0 in another solution).

• Test 5 This situation is a copy of Test 3 but the value of epsilon is equal 0.0025.
• Test 6 The test is the same as the Test 4 but the epsilon parameter is equal 0.0025.

To summarize designed tests it can be said that Test 1 and Test 2 are the baseline
and can be treated as two versions of standard FOA. Tests 3–6 show results for
proposed improvements.

The results of the tests are gathered in Tables 1 and 2 for Dermatology and
AudioFeelDB datasets respectively.

In Tables 1 and 2 the column Acc is the average accuracy value of classification
process for the test data after 30 runs of FOA algorithm. The column Qty is the average
quantity of removed attributes through the FOA algorithm. The rows Change % to
Test is the percentage value of the change that was made comparing to a results from
particular test.

Test 1 shows the possibilities of reduction of features and the quality of classifi-
cation for such level of reduction. The values obtained in this test is the baseline for
the rest of tests.

Test 2 illustrates the quality of the classification which was obtained by using the
feature weighting, and how many weights were zeroed (how many attributes were
removed from a subset) during the FOA algorithm optimization. As can be seen it
was possible to improve the accuracy (comparing to test 1, by 3.4% for Dermatology
and 4.6% for AudioFeelDB datasets) at the expense of a significant reduction in the
number of features removed.

The results of Tests 3 and 5 shows that the use of the feature weighting together
with introducing the epsilon parameter with values 0.001 and 0.0025 in the FOA
algorithm considerably increases the number of removed features from the final
subset (by over 200% in comparison to Test 2). The quality of classification drops
by less than 1% for Dermatology dataset, and was increased by 3.3 and 6% for
AudioFeelDB dataset for Tests 3 and 5 respectively.

Tests 4 and 6 prove that further removal of attributes is possible by incorporating
reduction threshold parameter with value 0.1 in the FOA algorithm without significant
change of the classification quality. Comparing to test 2 FOA removed over 250%
more features. Moreover, the accuracy is even higher in three of four cases. The
results are better than outcomes which were obtained in Tests 3 and 5.

Epsilon parameter by assumption gives the possibility to further reduce number of
features while accepting the worsening of the classification result (at least initially—
during the learning process). In order for this deterioration to be sufficiently small
or did not occur at all, the epsilon value have to be relatively small. Therefore, for
the conducted tests, such low values were adopted. In the case that the emphasis
would be more focused on the larger reduction of the number of features than on the
non-deterioration of the results, the epsilon values could be set to higher values.

The analysis of the results gathered in Tables 1 and 2 shows that the Epsilon
parameter (Test 3 and 5) fulfilled its role even better than the initial assumptions. It
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turned out that in comparison to Test 2 (without using the Epsilon parameter), not
only the number of removed features has increased but also for the AudioFeelDB
dataset the quality of classification has improved.

Threshold—in the range of the possible weight value of the feature (the range
[0, 1]—where weight 0 means no impact of feature on the classification result) the
authors determined arbitrarily that the weight in the range up to 0.1 reflects the state,
of so little influence, that it maybe is worth to remove that feature.

For the Threshold parameter the analysis of results (Tables 1 and 2) shows that, like
the epsilon parameter, it also fulfilled its role even better, than the initial assumptions.
It turned out (comparing Test 4 to Test 3 and Test 6 to Test 5) that not only number
of removed features has increased, but also for Test 6, the quality of classification
has improved.

Generally, it can be seen that the choice of parameter value is not a trivial issue and
relates to multi-parameter optimization (quality of classification and the number of
removed features depending on the parameters Epsilon and Threshold). The values of
these parameters can be appropriately selected depending on the objective function.

In summary, introducing the new improvements in FOA, enabled new path of
research which combine two, opposite at the first glance, objectives.

5 Conclusions

Using the optimization algorithm (FOA in case of this research) does not force to
choose one of the options: improvement of classification results or reducing dimen-
sionality. It turns out that with the appropriate modifications of original FOA strategy,
it is possible to combine these goals. At the same time, depending on the needs, the
final result can be adjusted between a greater dimensionality reduction and improve-
ment of the quality of classification process. It can be done through adequate setting
of the value of the epsilon parameter and the reduction threshold. Therefore, by ana-
lyzing provided results, it can be said that for this datasets, the proposed modifications
gives positive results.

With introduced improvements the additional information about the degree of
importance of a given feature is discover at the same time as reducing the dimen-
sionality. It is important that we can obtain a certain domain knowledge from a given
area—information which feature have the influence on the final result.

We have to admit that the conducted research is not only the continuation of
our previous work [13, 14] but also the introduction to the future one. Our ongoing
research focuses on the determination of degradation of the classification quality
while increasing the number of removed features for many test data. We are planning
to use other methods on this field, e.g., reinforcement learning for attribute selection
and deep artificial neural networks for performing classification process.
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Recent Developments on Evolutionary
Computation Techniques to Feature
Construction

Idheba Mohamad Ali O. Swesi and Azuraliza Abu Bakar

Abstract The quality of the search space is an important factor that influences
the performance of any machine learning algorithm including its classification. The
attributes that define the search space can be poorly understood or inadequate, thereby
making it difficult to discover high quality knowledge and understanding. Feature
construction (FC) and feature selection (FS) are two pre-processing steps that can be
used to improve the feature space quality, by enhancing the classifier performance in
terms of accuracy, complexity, speed and interpretability. While FS aims to choose a
set of informative features for improving the performance, FC can enhance the clas-
sification performance by evolving new features out of the original ones. The evolved
features are expected to have more predictive value than the originals that make them
up. Over the past few decades, several evolutionary computation (EC) methods have
been proposed in the area of FC. This paper gives an overview of the literature on EC
for FC. Here, we focus mainly on filter, wrapper and embedded methods, in which
the contributions of these different methods are identified. Furthermore, some open
challenges and current issues are also discussed in order to identify promising areas
for future research.

Keywords Classification · Evolutionary computation · Feature selection · Feature
construction

1 Introduction

In machine learning and data mining, classification is a crucial task that targets
to classify an unseen observation to its corresponding category [1]. However, in
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many real-world problems, several learning algorithms may not accomplish good
classification performance. One possible reason for this is due to the poor quality
of the search space which is represented by a set of attributes that has been grown
enormously. While earlier FS studies have used less than 100 features [2], the current
literature can deal with thousands if not millions of features which are not useful for
classification purposes as they usually contain many irrelevant and redundant features
[3]. The presence of these features not only results in decrease of the classification
accuracy but also increase the computational cost [4]. Thus, the quality of search
space can be improved through FS and FC by decreasing the dimensionality, speeding
up the learning process and enhancing algorithm’s performance [5–7]. However,
even though both tasks have been studied for decades, challenges continue to persist
because of the large search space. For a given dataset with N features, the FS method
has to consider 2N possible subsets to obtain good solutions. In contrast, FC method
needs to search for good features, select appropriate operators and choose a good
way to apply these operators on the original features. According to [5], FC is defined
as a process of discovering useful knowledge regarding hidden relationships among
features in data where the new features are either used alone or by augmenting the
original data.

FC approaches can be categorised into three types: filter, wrapper and embedded
[8, 9]. In filters, the features are constructed based on the intrinsic characteristics of
the data, whereas the wrappers use a learning algorithm to assess the constructed
features. However, few demerits are associated with the wrapper FC approaches,
including high computational cost and losing generality, but better discriminating
ability is also rendered compared to filters. Unlike wrappers and filters, embedded
approaches perform FC and simultaneously build a classifier.

FC is typically an NP-hard problem due to the huge search space that has increased
exponentially alongside the total number of features and the function operators. Thus,
this makes FC methods often being stuck into local optima and computationally
intensive [10]. Besides the large search space, the FC faces challenges due to the
complex interactions amongst features [11]. Therefore, a global search technique
should be used in designing FC methods to construct high-quality features. Recently,
EC techniques have been widely employed for classification due to their global search
ability. These techniques including genetic programming (GP), genetic algorithm
(GA), and particle swarm optimisation (PSO) which have demonstrated their success
to many areas and among them is feature construction [10, 12–15]. Although a
significant level of work has been undertaken in this field, there is no comprehensive
guideline to identify the weaknesses and strengths of these approaches. This can
introduce new opportunities for the researches to conduct improved and successful
works. Also, while there have been many papers put forward over the last five years,
no review papers had been published since 2009 [16]. Therefore, this paper aims to
provide an overview of past studies that are conducted for FC problems using EC
approaches.
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2 EC for Feature Construction

Evolutionary computation (EC) is a group of global optimization techniques that
were inspired by the principles of biological evolution. Generally, EC composed of
evolutionary algorithms (EA) and swarm intelligence (SI), which have gained a huge
attention and obtained good results. Although these approaches are widely used for
FS, only three of them are employed for FC namely; GA, GP and PSO. However,
compared with GA and PSO, GP is the most utilised algorithm for FC because of
its tree-based representation that has the positional to deal with function operations
easily and directly.

Figure 1 presents the overall categories of EC for FC methods. These methods can
be classified into various categories based on the three components: the EC branches,
the evaluation and the number of objectives. For the two EC branches, only three
techniques have been used for FC and they are discussed in this paper. The GA and GP
are two examples of EA, and PSO is an example of SI. Depending on the evaluation
criteria, the review studies will be based on three approaches: filter, wrapper and
embedded. Since there are two conflicting objectives in FC which are increasing the
classification accuracy and reducing the dimensionality, the current EC based FC
approaches can be classified into single objective and multi-objective approaches.
The following subsections summarise and discuss the recent studies conducted on
the three approaches for FC as can be seen in Table 1.

Swarm 
intelligence

EC Branches

EC for feature construction 

Evalutionary 
algorithms

GPGA PSO

Evalution Number of objectives 

Filter
methods

Wrapper 
methods

Embedded 
methods

Single 
 objective 

Multi  
objective 

Fig. 1 Overall categories of EC for feature construction

Table 1 Taxonomy of the reviewed EC based FC approaches

Category Single constructed feature Multiple constructed features

Wrapper [10, 42, 43] [13, 17–19, 26, 28, 30]

Filter [33, 38] [20–23, 37]

Embedded [39] [24, 25, 39, 40]
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2.1 Genetic Algorithm

Since 1995, several GA based FC methods were introduced, where the work of
Vafaie and De Jong [13] was among the earliest studies that investigated its use for
FC. In this study, the GA is combined with GP for creating multiple features and
C4.5 was utilised to evaluate the feature subset. Experiments on one texture dataset
show slightly improved performance. However, only one dataset with eight features
was used, which is not sufficient to verify the effectiveness of the proposed method.

For wrapper approaches, different methods have been introduced. For example,
Lillywhite et al. [17] proposed an evolution-constructed (ECO) method for general
object recognition. In this method, a standard GA is employed to automatically
construct the features and identify highly discriminative features. The result of ECO
method was found to be better or comparable versus other methods, including partial
least squares (PLS) and convolutional restricted boltzmann machine (C-RBM). In
other works such as [18], an evolutionary method was used for both FS and FC,
in which the process of creating multiple features was optimised by GA. Presented
results show that the proposed method gave good results. However, the method did
not perform well on the entire set of features thus FS is a must for reducing the
dimensionality. In contrast to [17, 18] that utilises an algebraic representation (set
of operators) for FC, Shafti and Pérez [19] introduced another notion named non-
algebraic representation to reduce the difficulty of constructing features and improve
the performance. The proposed method called MFE3/GADR, where GA helps to deal
with the problem of interactions better than other FC methods. Results revealed that
the MFE3/GADR could construct highly informative features with better accuracy.
However, the method was sensitive to noise data when missing or incorrect feature
values are available.

For filter approaches, various measures have been employed with GA for FC. The
authors in [20] applied GA to construct X-of-N multiple features where the infor-
mation gain ratio (IGR) was used as fitness function. Then, the constructed features
are combined with the original features before they send to C4.5 for the evaluation.
Results on seven datasets ranging from 7 to 57 features showed that the performance
of C4.5 was improved. Next, García et al. [21] utilised a set of function operators
over the initial features to construct new ones. The relevance of the new constructed
features was assessed through an information measure. Experimental study was car-
ried out using 9 UCI datasets and the results show improved performance over GP,
Chi and Ishibushi. However, due to the complexity of GA, only three operators were
used while using more functions could give better results regarding the accuracy and
efficiency.

Later, García et al. [22] proposed an improved approach by combining two differ-
ent methods. One of the methods extracts relations between the initial attributes and
the other one creates new attributes by employing functions over the initial attributes.
An evaluation of this approach, the authors conducted their experiments on 27 UCI
datasets and the results exhibited a good trade-off among the accuracy, interpretabil-
ity and the time needed to obtain the model. In [23], another GA based filter approach
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Table 2 Summary of GA based FC methods performed by different researchers

FC
method

Studies Advantages Disadvantages Assessment/dataset

Wrapper Vafaie and De
Jong [13]

Improved
performance on
the texture
classification
problem

Tested on one
small dataset,
which is not
enough to verify
the performance
of the method

Train-test
split/image data

Lillywhite and
Tippetts [17]

ECO performs
better or
comparable to
other methods

Produced many
features leading to
reduced accuracy
and increased
computational
time

Cross
validation/image
data

Drozd and
Kwasnicka [18]

The method
provided higher
accuracy than FS
method

It does not
perform well on
the entire features
thus FS is a must,
tested on low
features
dimension

Train-test
split/UCI data

Filter García et al. [21] The system gives
more features and
increased the
accuracy

It used only three
function operators
while utilising
more functions
can improve the
accuracy and
efficiency

Use statistical
test/UCI data

García et al. [22] The results
showed a good
trade-off among
accuracy,
interpretability
and time

Tested on low
features
dimension. Except
for the accuracy,
metrics like
specificity, recall,
precision could be
considered

Use statistical
test/UCI data

Alfred [23] The proposed
method increased
the accuracy of
the J48 learner

It was difficult to
summarize the
data for high
feature number
due to the increase
of unique values

Cross
validation/PKDD
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has been discussed, in which the GA evolves new features out of the original features
by considering four measures. (i.e., Davies-Bouldin index, information gain, infor-
mation gain coupled with cluster entropy, total clusters entropy). Results show that
the accuracy of the constructed features can be enhanced. Table 2 depicts a list of the
aforementioned GA based FC methods with their advantages and disadvantages.

In summary, GA for FC started at least more than 20 years ago ([13] put forward
in 1995). Since then, it has achieved a limited success on problems with hundreds
of features, whereby most of them are wrapper methods. This resulted in a high
computation time as GA mostly requires a large number of assessments, where
every assessment in a wrapper method usually takes a long time. Further, the use of
GA for FC in solving large scale problems has not been investigated, which requires
a good representation that can lower the dimensionality of the feature space. Also,
the design of genetic operators, e.g., crossover and mutation, will open opportunities
for the researchers to combine the features and produce new ones.

2.2 Genetic Programming

Since GP owns a flexible tree in building programmers and functions, the algorithm
has been widely utilised for FC, yielding competitive results compared to other EC
methods. Different ways have been made for the use of GP in FC, for instance [24,
25], used a GP as an embedded approach whereas the authors in [26–32] applied
GP as wrapper approach. GP as filter approach was used in [33–38]. One of the
earliest works on GP for constructing multiple features was proposed in [26], where
a C4.5 inducer was employed to evaluate the constructed features. Results showed
that the proposed method achieved better performance regarding the accuracy and
dimensionality. However, the method needs to specify the number of constructed
features beforehand and it could also expose to over-fitting problem.

Another example of wrapper approaches was carried out by Ahmed et al. [28]
who proposed two approaches called GPWFC1 and GPWFC2 for constructing mul-
tiple. A classification accuracy of random forest (RF) is served as fitness function of
GPWFC1, whereas the p-value of ANOVA test and entropy gain of RF are employed
as fitness of GPWFC2. Reported results display that the second method achieved
better classification performance than the first method. However, as the two methods
are wrappers based approaches, they have a potential limitation of high computation
time. Next, a hierarchical feature construction approach for image classification was
proposed by Suganuma et al. [30]. Experiments showed that the proposed method is
superior compared to the existing FC methods.

For filter approaches, each individual is assessed using a filter measure. For
instance, in [33], GP was used to construct single feature using four filter mea-
sures as fitness functions (i.e. GI, IG, chi-square and GI + IG). Experiments on five
datasets ranges from 4 to 12 features showed that the constructed feature improved
the performance of four classifiers (C5, CHAID, CART and MLP) without any bias
for the four fitness functions applied in the FC process. In contrast to [33] that
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Table 3 Summary of GP based FC methods performed by different researchers

FC
method

Studies Advantages Disadvantages Assessment/dataset

Wrapper Krawiec [26] Improved
accuracy and
reduced the
dimensionality

Needs to specify
the number of
constructed
features and it is
exposed to
overfitting

Use statistical
test/UCI data

Ahmed et al. [28] Improved results
in terms of
accuracy and No.
of features

Both methods
have a high
computation time
and they are
limited to binary
classes

Use statistical
test/MS data

Suganuma et al.
[30]

The method
outperforms
several existing
FC methods

Tested on two
datasets thus it
needs to be
evaluated on more
challenging
dataset

Cross
validation/image
data

Filter Neshatian et al.
[37]

Increasing the
classification
performance

Feature set being
too big, tested on
low dimensional
features

Use statistical
test/UCI data

Liang et al. [38] Improved
accuracy over the
original data

The single feature
was not able to
improve the
accuracy

Train-test
split/image

Embedded Chen et al. [25] Better regression
result and reduced
time

Constructed a
large number of
features, exposed
to overfitting

Use statistical
tests/UCI data

Tran et al. [39] Obtained
competitive
accuracy and
reduced the
dimensionality

It does not apply
any technique to
remove irrelevant
and redundant
features

Cross valida-
tion/microarray
data

Ahmed et al. [40] Better results in
both accuracy and
feature set

Tends to produce
slightly larger No.
of constructed
features

Train-test
split/MS data
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constructed only one feature, a GP based multiple feature construction (GPMFC)
approach was proposed in [37]. Information-theoretic measure was used as fitness
function to evaluate the constructed feature. Consistent enhancement in the accuracy
was confirmed through the results from six datasets with 4–13 features. Next, Liang
et al. [38], proposed a filter GP method (FGP), where a novel entropy based fitness
function was used for constructing single feature. Results showed that the combined
features (constructed + originals) perform better than the original features.

For embedded approaches, compared with GA, GP has the ability to perform
embedded FC in which it can be used as both a search technique and a classifier
[25, 39, 40]. Chen et al. [25] proposed a method called GP with embedded feature
construction (GPEFC). Six high-dimensional datasets were used to assess the per-
formance of the GPEFC and the results showed better performance over standard
GP. Next, Tran et al. [39] proposed an embedded GP method for constructing both
single and multiple features. Based on the results, the proposed method was able to
significantly enhance the accuracy and reduce the dimensionality. However, since the
datasets contain a huge number of redundant or irrelevant features, it is impractical
to send all features for experimental validation as they may degrade the performance
and increase the computational cost.

EC techniques, particularly GP algorithms are more suitable for multi-objectives
optimization as they can produce multiple solutions rather than one solution [40,
41]. A GP based multi-objective FC (GPMOFC) approach was proposed in [40].
The main goal of this approach is to minimise the number of constructed features
while at the same time maintaining high accuracy. Results showed that the GPMOFC
achieved better performance than the multi-objective FS in most cases. A list of the
abovementioned GP based FC methods and their advantages and disadvantages are
summarized in Tables 3 and 4.

To sum up, GP has been successfully implemented for FC showing promising
results with much work higher than other ECs. Compared with GA, GP has the
potential to perform embedded FC where it can be used as a classifier. Besides, GP has
shown promise in solving high dimensional data with thousands of features as it does
not include all the features in the construction process. Even though the algorithm
achieved good performance, it faced some limitations such as the high computational
cost because it requires testing tens or hundreds of thousands of programs to find
a desired solution. Another issue, in case of biological data where the number of
features is large than the number of examples, GP may also exposed to overfitting.

2.3 Particle Swarm Optimisation

While an extensive research has been conducted to apply PSO for FS, relatively little
research has been devoted to investigate its performance for FC with only three works
[10, 42, 43]. The first PSO based wrapper FC (PSOFC) approach was presented in
[42]. In this study, a single feature was constructed using the original features and
function operators, where the last are selected via a local search. Experiments showed
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that the PSOFC approach could improve the classification performance on seven UCI
datasets ranging (from 14 to 500) features. However, the local search employed in
PSO for selection function operators is time consuming as it assesses all the operators
in order to select the optimal ones. Later, Dai et al. [10] proposed two PSO based
wrappers FC, (i.e. PSOFCArray and PSOFCPair) approaches. Results exhibited that
the two methods were able to enhance the classification performance. Nonetheless,
the PSOFCPair shared the same value that is useful in determining if the feature is
chosen or not and which operator is selected, which may not be an ideal value for both
feature and operator selection. Due to this limitation, the classification performance
achieved by the PSOFCPair was degraded in most cases. More recently Mahanipour
and Nezamabadi-pour [43] modified the two approaches in [10] by applying forward
feature selection (FFS) method to reduce the dimensionality. Then the two modified
approaches are used to construct the new features. Results showed promising results
in increasing the classification performance. However, the experiments were only
performed on datasets with small number of features ranging between 14 and 500.
A list of the above PSO based FC methods and their advantages and disadvantages
are summarized in Table 4.

Overall, the current studies have shown that PSO has a potential to address FC
problems, but with some limitations. One of which is the high computational cost
because the original representation of PSO does not have the ability to consider the
nominal or categorical values (i.e. function operators). Thus, a new representation
scheme is required to reduce the size of the search space, improve the computa-
tional time and help to understand the obtained results. The current PSO based FC
approaches focus mainly on relatively small-scale problems with binary classes.
Hence, there is an important need to further investigate the potential of PSO for FC
and design more rigorous approaches that can handle large scale data with multiple
classes accurately and efficiently.

Table 4 Summary of GP based FC methods performed by different researchers

FC
method

Studies Advantages Disadvantages Assessment/Dataset

Wrapper Xue et al. [42] Improved
classification
performance and
reduced
dimensionality

The method
suffers from the
problem of high
computational
cost

Train-test
split/UCI data

Dai et al. [10] Improved
performance in
terms of accuracy
and efficiency

PSOFCPair
achieves a worse
performance than
other methods

Train-test
split/UCI data

Mahanipour and
Nezamaba di-pour
[43]

Better results in
increasing the
accuracy and
reducing the
dimensionality

Limited to
datasets with
small number of
features

Train-test
split/UCI data
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2.4 Quantitative Analysis

In this section, we provide the results of various FC methods that were reviewed in
this work using 19 UCI datasets with different number of examples (E) and features
(F). Table 5 shows the comparison between these methods based on the classification
accuracy (ACC) and the number of constructed features. As can be seen from the
table, each method achieved consistent performance, where the GPMF method could
obtained the best performance among the seven FC methods. Also, GP-IG, NSLV-F,
NSLV-FR and PSOFC achieved good performance, while the PSOFC-Pair showed
poorer performance but still showed consistent results by adding the constructed
feature to the original features.

3 Current Issues and Challenges

Although recently there has been some success on FC area, many significant issues
and challenges still faced and need to be addressed which are discussed as follows:

• Most of the FC approaches suffer from the problem of high computational cost,
which is an important problem in EC techniques as they usually require a large
number of evaluations. Although some filter methods are deemed faster when
compared with wrappers, their performance is worse than wrappers [12]. Thus
designing effective and efficient methods for FC problems is challenging. Some
important aspects such as a fast evaluation criterion and an efficient search mech-
anism can be considered to speed up the process.

• Even though many studies have been carried out for FC, their application to large
scale problems is still a challenge. Some EC methods have been put forward to
deal with such problems [9, 14, 25, 28, 39, 44] but with some limitations, e.g. time
complexity. Therefore, a novel search mechanism needs to be considered so as to
explore the whole search space effectively and efficiently.

• The size of the search space is highly relies on the representation scheme, where
the most popular one is a binary string of length equal to the total number of
features. However, this representation restricted the performance of ECs on large
scale problems and it also shows only if a feature is chosen or not which cannot be
easily utilised for FC. Therefore, designing a good representation is an open issue,
as it aims to overcome the large search space and improves the search ability.

• Generalisation is an important issue in EC for FC particularly when wrapper
approaches are utilised. In this case, the constructed features may have the problem
of overfitting to the training data which inevitably leads to a poor classification
performance on unseen test data. Here, filter approaches are more general than
wrapper approaches since they did not fit to any learning algorithm and their goal
is to identify the patterns of the data.

• Memetic algorithms (MA) which are a combination of EC techniques with local
search methods have shown a promising performance in FS by fine tuning the
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solutions generated by EC methods. However, the potential of MA in FC has not
been explored to date.

• Some of the EC based FC methods focused on constructing a single feature rather
than multiple features. Single feature might not obtain good classification accuracy,
and also it might not sufficient for complex problems whereas multiple features
are shown to be more promising, however, constructing multiple features has not
extensively investigated.

4 Conclusions

This paper presented a review of work undertaken in the area of FC covering the
most commonly EC methods are used in solving FC problems. The Current issues
and challenges as well as some possible research directions have also discussed. The
review shows that the EC methods have gained more attention in addressing FC tasks
and they achieved better results. These methods consist of GA, GP and PSO where
the most widely used method is GP algorithm because of its flexible tree-based repre-
sentation that has the ability to deal with function operators in an easy way. However,
although there are some works on EC methods for FC, various challenges continue to
persist and their capability still needs to be explored completely. Researchers should
also pay much attention to the hybridization of ECs and other methods which can
help propose effective approaches for different types of problems.
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Semantic Web Languages: Expressivity
of SWL

Martin Žáček , Alena Lukasová, Marek Vajgl and Zdeňka Telnarová

Abstract The paper tries to discuss from a slightly higher level a focus oriented
towards general properties that a Semantic Web Language (SWL) must have. We
state as a ground the following two points of view: to compare (1) Expressivity of the
SWL, and (2) a possibility to infer new knowledge from an SWL knowledge base with
corresponding properties of the classical First Order Logics (FOPL) as a measure of
their basic quality (now prepared). From expressivity, the language for the semantic
web must be a common communication tool for computers as well as for people
fulfilling an easy-to-use condition by means of adding more semantics directly into
the language’s syntax. After a discussion of properties and critical recommendations
two languages, OWL DL1 and RDF CFL have been proposed here to become the
SWL both having the expressivity comparable with the FOPL.

Keywords Semantic web language · SWL · First order logics · FOPL · Syntax ·
Semantic

1 Introduction

In our paper, we try to discuss from a slightly higher level with a focus oriented
towards general properties that the Semantic Web Language (SWL) [1] or the Ontol-
ogy Language (OL) of equivalent properties must have. On the base of evaluating a
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group of semantic web representation and communication means like formal ontol-
ogy, description logics, semantic networks, RDF model and language, OWL language
and RDF CFL language we state as basics the following two points if view.

First, it seems necessary to compare an expressivity and users’ usability of the
SWL languages in discussion with the corresponding properties of the classical First
Order Logics (FOPL) [2] as a measure of the basic quality of formal languages.

Second, the language must use some of the methods FOPL of formal reasoning to
be able to inferring further knowledge from a knowledge base [3]. The language must
be the common communication tool for computers and also for people by fulfilling
the easy-to-use condition—adding more semantics direct into the language syntax.

A further argument that speaks to the benefit of using one of the best results
of a long-time development of the FOPL is the fact that there exist series of new
algorithms for solving concrete tasks. Some of them ought to be usable also within
SWL languages.

The paper [4] follows in an excellent stream of facts and their mutual connections
some historical roots of the language OWL that became until now the main com-
munication tool for a generally Semantic Web Language (SWL). Our article tries to
make a possibility of choosing a bit richer. Into the genealogical tree leading towards
OWL we have pasted a new branch about the RDF model and language completed
by quantifiers that forms together with Richards CFL an alternative language RDF
CFL possible to fulfill all basic demands to become a real SWL.

Even if the development of a semantic web language was until now much more
complicated with a taking part of a lot of people or companies the authors of the
article try to contribute to an analyzing of the actual state by drawing it as a cloud of
demands, streams or conditions and events that at the end would have brought into
the world easy-to-usable semantic web languages having all the demands fulfilled.

2 An Idea of Semantic Web

Natural language is adequate for communication/disputation between people, but
not suitable to do it by computers. The idea of the semantic web adds to the human
recognizing of the world a new demand: besides human readers and users it must
recognize and use knowledge and information in the web also by computers. The
demand also lays a new condition on a Semantic Web Language (SWL): to be read-
able and recognizable to people as well as to computers.

The name “Ontology Language” (OL) [5] or “Ontology Web Language” (OWL)
[6] appeared in literature before the name “Semantic Web Language” but both ought
to fulfill a lot of common demands. Because of the complexity of the description,
all those languages need to have a special domain of knowledge. SWL must fulfill
one demand more “to be easy-to understandable for people”—it means to have got
some semantic elements included directly within the language syntax.

During the last decades, it has been proposed several languages, some of them
based on FOPL or XML. It is a question which properties ought to have the main
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common features of the SWL. In order to translate a statement into such a suitable
form minimal the following conditions are to be fulfilled:

1. A necessity to introduce a system of unique identifications for the statement
components within a domain of interest in a domain ontology, by which they
could become elements of an automated process. Artificial intelligence (AI) sees
the domain ontology as a framework fulfilling the role of a working model for
entities, their hierarchical ordering and their interactions in some of the particular
domain of discourse. The way to general principles of building domain ontologies
we can see today as a composition of various directions each of them preferred its
own goals or preferences. Nevertheless, they have formed together with a unique
stream with many interesting branches like it is shown in a graph (semantic
network) at Fig. 1.

2. To have got the property of clear readability and usability of statements by people
as well as by computers. To fulfill this condition, it is necessary to complete
statements by their meanings, all in a corresponding explicit formal way.

3. It has become clear from the user point of view that some simplification of the
basic knowledge about the domain to be represented had to take place. It had been
there a necessity to begin at the conceptual level of knowledge representation
with a new paradigm of an abstract seeing a domain to be described.

4. From the very beginning of web technology, there has been a special demand for
the web quality named “open world assumption” followed the fact of continual
development of a knowledge base collected on the web.

Fig. 1 Semantic network of a ground part of article’s vocabulary
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3 From Natural Language and FOPL Towards a Real
Semantic Web

3.1 Expressive Power Like at the FOPL

Propositional and later especially the predicate logics accompanying development of
theoretical mathematics has brought one for artificial intelligent (AI) ground tool in
its capability to represent knowledge formally with a guarantee of high expressivity
near that one of a natural language. A full description of all the important facts
within a domain in question in the language of First Order Predicate Logics (FOPL)
have been taken by AI specialists as a best usable correct picture with a maximal
expressivity and factual reliability of representation. Standard syntax and the model-
theoretic (MT) [7] semantics of the FOPL language or both together have served
to people user a complete information. For transfer the information to computers
there have been XML-like tools. But computers users could have got a meaning of
information only with a help of IT specialists.

Nevertheless, the full traditional knowledge representation in the mathematic-
logics based FOPL language has brought a contribution to the goal by the high
quality of expressivity and possibilities of precise descriptions. Later new languages
could have been compared with the FOPL as a guarantee of high quality.

3.2 A Common Base—The Concept-Relationship Paradigm
of Seeing a World

At the beginning, a formal modeling process a developer uses to start by a concep-
tualization. It means a special seeing a structure of a domain of his interest using a
special paradigm. Concept-Relationship (C-R) paradigm seems to be a tool of how
to make the representation simpler with sharing all the original factual content.

Within the (C-R) paradigm the world consists of concepts that have their properties
and take place in various connections or relationships with another concept. Concepts,
their properties, and relationships serve a general ground for a possibility to express
a domain of interest in the form of the domain ontology.

The required property of expressivity (point 1 above) relative to the correspond-
ing FOPL and at the same time the syntax simplification (point 3 above) has been
achieved using a small decomposition of participated predicates to unary predicates
for representation of concepts and binary predicates for representation of their rela-
tionships. Then it was easy to customize a binary predicate to represent an atomic
statement in the form of graph vectors, in which the edge representing the predicate
connects its two nodes labeled by the attributes of the binary predicate. On this base
has been created the whole series of domain-oriented ontologies, i.e., terminological
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dictionaries of many domains, specifying concepts and their relationships in their
contexts and the relationships to hierarchical structures.

In a bit more general point of view, the RDF graphics [8], as well as semantic
network of a concept represented by graph, give a possibility to see a concept together
with an explanation of their semantics. The concept shown along with accompanying
information about its context of a modeling world has been defined in this way
by its “intentionally defined” semantics. The name “associative network” is also
appropriate as these networks support understanding of the importance of the concept
about the concepts that form its importance.

“Domain Ontology” [9] is just another name for the special vocabulary of the
domain in question. In the context of the Semantic Web, ontologies are expected
to provide structured vocabularies that explicate the relationships between different
terms, allowing intelligent agents (and also humans) to interpret their meaning.

The graph at Fig. 1 explains using graphic representation in a semantic network a
ground part of a vocabulary that takes part in our article. It shows a knowledge base
(KB) in a natural language, its formal representation in the FOPL, its modification
CFL (Clausal Form Logic) [10] and two of the semantic web languages OWL and
RDF CFL [11].

For example, “traditional representation” makes from a “natural language KB”
a “FOPL KB” or “atomic transforming” rewrites a “natural language KB” into a
“semantic network KB” or the “set-theory-like” formalizing makes from the “FOPL
KB” the “DL KB”

Next two paragraphs specify principles of representation in the case of the OWL
and RDF CFL [12] from the FOPL.

4 Proposal of RDF CFL as an SWL

4.1 RDF Model as a Main Principle of a Semantic Web
Language

A main idea of the RDF model was at the beginning similar as that one of the
approaches of semantic networks—seeing and writing knowledge statements about
the world just by rewriting the arguments from natural language into a set of triples
or graphic easy-to-understand form corresponding to the set of elementary formu-
las of the FOPL. Taking the world of discourse under the general concept-relations
paradigm led the formal representation towards a crucial simplified form of elemen-
tary statement about the world. Thus, the language naturally followed the RDF(S)
[8] model.

For example, at a simple sentence “Each man that has been married to a wife
is her husband.” In the natural language there exists more than a unique traditional
representation method of rewriting the sentence above into the FOPL form like for
example
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∀x(man(x) & ∃y(woman(y) & event(x, y, wedding)) → husband(x, y))

The required property of expressivity relative to the corresponding FOPL and at
the same time the syntax simplification has been achieved using a small decomposi-
tion of a participated predicate event(x, y, wedding) to a binary predicate married(x,
y) of the corresponding meaning. Now the expression (E FOPL) uses only unary
predicates for concepts and binary predicates for relationships.

∀x(man(x) & ∃y(wife(y) & married(x, y)) → husband(x, y))(E FOPL)

4.2 RDF CFL as an SWL Language

Development in the formal knowledge representation clearly shows that the language
of the FOPL and its Clausal Form Logic (CFL) [10] specifically is the appropriate
formal language that can virtually represent any assertion formulated in a natural
language Moreover, the “if-then” statements (conditional statement—clauses) in the
CFL say that a consequent composed as a disjunction of some predicate atoms follows
from antecedent composed as a conjunction of some predicate atoms.

Atomic statements P1, …, Pm, Q1, …, Qn generally form the following structure
of the clause:

P1 & . . . & Pm → Q1 ∨ . . . ∨ Qn or

P1, . . . , Pm → Q1, . . . , Qn or simply 〈antecedent〉 → 〈consequent〉,

where P1, …, Pm, Q1, …, Qn are positive binary predicate atoms (vectors).
In the RDF CFL, a special representation of a knowledge atom is used: an RDF

triple or a vector in the case of its corresponding graph language, which is already
very well established in associative networks.

Our aim is to propose here a formal language RDF CFL (defined for example at
[12]) for a representation and manipulation of knowledge gathered on the web site
as one of the SWL languages, as it

1. has a high expressivity relative to natural languages, similarly to the case of the
FOPL,

2. has a property, knowledge represented in the language being placed into some
external contexts, in order to capture better its semantics,

3. uses a relatively simple language syntax, allowing a machine readability and
handling.

4. The formal language with the characteristics above naturally ought to provide a
mechanism of automated deduction in the frame of a semantically correct and
complete formal method of resolution.
When the idea of the Semantic Web has appeared at the beginning of this Mil-
lennium, the file of the properties shaped above has got one requirement more:
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5. The language of knowledge representation should be a web language that ought
to be suitable to maintain knowledge by people as well as by machines.

5 OWL Ontology Language as an SWL

A major influence on the design of OWL was the requirement to maintain the maxi-
mum upwards compatibility with existing web languages (see [3]). Description logic
has brought the expressive and reasoning power to the OWL language of the seman-
tic web. Using RDF model extended by the RDFS the semantic web has become
an ontology language that can formally describe the meaning of terminology used
in web documents. OWL now contains a broad set of elements through which it is
possible to create ontologies from the simplest to the most sophisticated structures
built on unlimited use of RDF constructs.

The standard technique for specifying the meaning of the description logics ought
to be via a model-theoretic semantics, whose purpose is to explicate the relation-
ship between the language syntax and the intended model within a special domain
(according to a part of the definition).

5.1 Description Logic Languages DL and DL1

Authors of the [3] believe that a key feature of DL is that one based on the syntax
and well-defined semantics expressed. However, a serious mistake was found behind
some experimental results of applying the DL semantic tableau reasoner. It has been
shown that the ground of the mistakes consists in a using of the universally quantified
constructor ∀R · C with its meaning defined as {x ∈ �I |∀y(R(x, y) → C(y))}.

If the concept ∀R · C ought to do a further restriction (specification) of that one
defined by ∃R · C the extents of them must always (in all interpretations) fulfill a
subset inclusion of extent of the concept ∃R · C. It implies the following axiom must
hold:

∀R · C 	 ∃R · C (1)

The mistakes of original DL [1] becomes from a using of universally quantified
constructor ∀R · C with its meaning defined as {x ∈ �I |∀y(R(x, y) → C(y))}.
That leads to a conclusion that the formula (1) ∀R · C 	 ∃R · C does not hold. But
the concept expressions ∀R · C and ∃R · C belong to the tools for possibilities of
expressing a hierarchy of concept extensions. The reason lays in their set-theoretic
meaning:
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If the concept ∀R · C ought to do a further restriction (specification) of that one
defined by ∃R · C the extents of them must always (in all interpretations) fulfill a
subset inclusion of extent of the concept ∃R · C.

The following analysis shows why it is necessary to replace the language DL by
the language DL1 with another semantics of the ∀R · C constructor.

5.2 Syntax and Semantics of DL and DL1 Languages

Let us have a set of concept symbols (unary predicate symbols), a set of role symbols
(binary predicate symbols), a set of individual object name symbols and a set of
variable names. Formulas of a language DL/DL1 are concept formulas (Cformulas)
or role formulas (Rformulas), both created on the sets of symbols above by a special
set of DL/DL1 constructors.

Let us analyze extents of quantified constructors ∃R · C and ∀R · C to see their
expressive power and their capability to express concept subsumption (1).

The extent of the concept ∃R · C with the semantics defined in the book [1] as

(∃R · C)I 
 {x ∈ �I | ∃y (R(x, y) & C(y))} (2)

must be a restriction of the extent of the concept ∃R · T. The extent of ∃R · C. involves
all the objects x of the universe of discourse for which an object o (o ∈ ext(C)) exists
within the extent of the role R such that R(x, o) holds.

The extent of the concept ∀R · C must always be a further restriction of the extent
of the concept ∃R · C.

However, the extent of the concept ∀R · C within the semantics is defined in [1]
as

(∀R · C)I 
 {x ∈ �I | ∀y (R(x, y) → C(y))} (3)

also involves all those objects x of the universe of discourse that fulfills ¬R (x, y).
As we do not want to use in our practice such a constructor ∀R · C with the meaning

contrasting with a commonsense understanding we have introduced a description
logic DL1 with such a semantics that make the extent of the concept ∀R · C to be a
further restriction of the extent of the concept ∃R · C, so the extent of the concept
∀R · C is a subset of the extent of the concept ∃R · C. It implies the axiom (1) must
hold.

The logical validity of (1) is easy-to proof with the help of the corresponding
FOPL transcription that specifies an implication of the meanings of both quantified
constructors of description logics.

The following subsumption corresponding to (1) holds in the FOPL language and
has a form of implication
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∀x(∀y(R(x, y) & C(y)) → ∃y(R(x, y) & C(y))) (1 FOPL)

It is easy to prove that (1 FOPL) holds by a semantic tableau tree of the negation
(1 FOPL) with a symbol of coach (×) at the end of each of branches.

Now let us reason two semantic tableaus of the implication (1′) and (1′′) in the cor-
responding transcriptions of the (1) of the DL and the DL1 according to expressions
characterizing both of their semantics of ∀R · C.

Indirect proof of the validity of the (1′) transcription of the DL axiom (1) (Fig. 2):
The semantic tableau of the ¬(1′) can’t lead to false. So the implication (1′) at the

headline of the proof cannot be a true logical implication of the FOPL.
The last of the semantic tableau proofs shows in the FOPL transcription a semantic

tableau using definition of the semantics of ∀R · C in the DL1 language (Fig. 3):

¬∀x (∀y (R(x, y) → C(y))  → ∃y (R(x, y) & C(y)))    (1´ FOPL)
|

∃x ¬ (∀y (R(x, y) → C(y))  → ∃y (R(x, y) & C(y)))
¬ (∀y (R(a, y) → C(y))  → ∃y (R(a, y) & C(y)))

∀y (R(a, y) → C(y)), ¬∃y (R(a, y) & C(y))
∀y (R(a, y) → C(y)), ∀y ¬ (R(a, y) & C(y))

R(a, b) → C(b), ¬R(a, b) ∨ ¬C(b)
¬R(a, b) ∨ ¬C(b), ¬R(a, b)                                                ¬R(a, b) ∨ ¬C(b), C(b),

                                           ¬R(a, b) ∨ ¬C(b), C(b)    ¬R(a, b) ∨ ¬C(b) 
¬R(a, b), C(b)   ¬C(b),C(b)     ¬R(a, b) ∨ ¬C(b)

   ¬R(a, b), C(b)      ¬C(b), C(b)

Fig. 2 Semantic tableau of the (1′) expression

∀x ¬ ( ∃t R(x,t) &∀y (R(x, y) → C(y)) → ∃y (R(x, y) & C(y))))   
(1´´)  with the DL1semantics

∃x ¬ (∃t R(x,t) & ∀y R(x, y) → C(y)))  → ∃y (R(x, y) & C(y)))
¬ (∃t (R(a,t) & ∀y (R(a, y) → C(y)))  → ∃y (R(a, y) & C(y)))

R(a,k) & ∀y (R(a, y) → C(y))  → ∀y ¬(R(a, y) & C(y)))
(R(a,k) & (R(a, k) → C(k))), ¬ (R(a, k) & C(k))

R(a,k), R(a, k) → C(b), ¬R(a, b) ∨ ¬C(b)
¬R(a, k) ∨ ¬C(k), R(a,k), ¬R(a, k)     ¬R(a, k) ∨ ¬C(k), R(a,k), C(k) 

¬R(a, k), R(a,k), C(k) ¬C(k),R(a,k), C(k) 

Fig. 3 Semantic tableau of the (1′′) expression
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5.3 An Alternative Proposal and Negation of the ∀R · C
Semantics in DL1

Authors of the [3] introduced rewriting rules for negations of the concepts ∃R · C
and ∀R · C within the language DL. It means the following equivalencies hold in the
book [1]:

¬∃R · T ⇔ ∀¬R · T (2)

¬∃R · C ⇔ ∀R · ¬C (3)

¬∀R · C ⇔ ∃R · ¬C (4)

However, the equivalencies (2)–(4) hold only in the world where the basic relation
(1) between quantified constructors ∃R · C and ∀R · C does not hold.

We infer the corresponding rewriting expression (4′) of the negation on the base
of the semantics of the ∀R · C:

(∀R · C)I 
 {x ∈ �I |¬(∃tR(x, t) & ∀y(R(x, y) → C(y)))}

 {x ∈ �I |∀t¬(R(x, t) ∨ ∃y¬(R(x, y) → C(y))}

 {x ∈ �I |∀t¬R(x, t) ∨ ∃y(R(x, y) &¬C(y))}

 (∀¬R · T 
 ∃R · ¬C)I

¬∀R · C ⇔ ∃R · ¬C 
 ∀¬R · T (4′)

Similarly, we infer the corresponding rewriting expression (3′) of the negation on
the base of the semantics of the ∃R · C:

(¬∃R · C)I 
 {x ∈ �I |∀y¬(R(x, y) & C(y)}

 {x ∈ �I |∀y¬(R(x, y) & (R(x, y) → C(y))}

 {x ∈ �I |∀y(¬R(x, y) ∨ ¬(R(x, y) → C(y))}

 {x ∈ �I |∀y(¬R(x, y) ∨ (R(x, y) & ¬C(y))}

 (∀¬R · T 
 ∀R · ¬C)I

¬∃R · C ⇔ ∀¬R · T 
 ∀R · ¬C (3′)

As the R(x, y) in the second disjunction implies ∃t R(x, t) and ¬R(x, y) in the first
disjunction must be true the following implication must hold (Table 1):

¬∃R · C ⇔ ∀¬R · T 
∀R · ¬C
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Table 1 Rewriting rules for
negative quantified formulas
in DL1

Negative quantified formula Rewriting rule

¬∃R · T ∀¬R · T
¬∃R · C ∀¬R · T 
 ∀R · ¬C

¬∀R · T ∃¬R · T
¬∀R · C ∀¬R · T 
 ∃R · ¬C

5.4 The Language OWL DL1 Shares Properties of the FOPL

In the case of description logics DL [3], the C-R paradigm probably at the first time
has taken its leading place. Until now there has been only a natural demand to have a
simplified language with sharing a high expressivity like in the case of the FOPL. Both
demands have been fulfilled as a simplified version of the FOPL at both description
logics DL or DL1 on the base of the concept-relationship construction. At both of
the cases, the simplification consists in the replying formal quantified specifying of
sets by their inclusion relationships. Here a pure formal logics approach becomes
more or less a set-theory approach that makes readability and understandability of
formalisms a bit less difficult.

Expressivity of a language of ontology as well as of the SWL should be compara-
ble with the language of the FOPL with a well formally specified semantics. Ontology
building used to go along tests of consistence of the growing set of concepts or rela-
tionships: concept hierarchy as well as their synonyms ought to be taken into account
a possibility of integration of ontologies can be supported by inter-ontology relation-
ships and testing for consistency and computing the integrated concept hierarchy.

In description logic, an ontology developer defines important notions of domain
ontologies, especially classes or relations of them regarding concepts and roles. The
concepts of the DL/DL1 language are represented by unary predicates and roles
by binary predicates. Further constructors in a quantified form give in the DL/DL1
possibilities to restrict concepts or roles to their various specifications. It has appeared
there that demand for building a new language on the base of the DL/DL1 atomic
elements has also been recognized by human minds.

The authors of the basic DL [3] have been sure that the ontology language DL sup-
ports maximum expressiveness while retaining computational completeness and
decidability. We discussed the problem in our article [13] and had a proposal to
make in our DL1 version some correction on the definition of the DL syntax.

The OWL DL1 with the description logic DL1 of our definition has the properties
of soundness and completeness from the semantic point of view and belongs to the
semi-decidable languages corresponding to the FOPL.

It seems very rational to build OWL on the base of DL1, not on the DL. The
question of decidability would be a bit less complicated; special lighter conditions
do not have to be defined. For example, DL1 does not assume the “unique name
assumption.” Three level of OWL (OWL-lite, OWL-DL, and OWL-full become
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useless, OWL-DL1 corresponding with the FOPL must be undecidable. However,
there exists at least one DL1 procedure (see further paragraphs) that guaranties a
semi-decidability of the OWL-DL1.

5.5 Comparing Properties of OWL DL1 and RDF CFL
as SWL

From the FOPL, the language simplification in both SWL languages OWL and RDF
CFL have in general the same approach using the C-R paradigm but a distinguishing
feature of their simplifying.

The language OWL with its main part DL simplifies the FOPL simply by an own
set-theory principle of the C-R paradigm in the conceptualized world of concepts
and relationships.

The language RDF CFL has to simplify the FOPL also using a semantic partition
of knowledge into its corresponding set of knowledge atoms within the world of C-R
concepts and relationships. Both of them are only instances of a special formalization.

5.6 The Composition of Semantics Direct into Syntactic
Forms of Representation

The associative (semantic) network that has brought some specialists in English lin-
guistic was a first attempt to compose semantics into syntactic forms of representa-
tion. Syntactic networks have been used there for support of (people, not computer)
a better understanding of information content. The necessity of graphic drawing
knowledge has brought a new direction of portioning information into bags of linked
atomic statements according to real connectivity of their meanings. However, it has
also come a time to solve a further problem—adding a correct meaning to a concrete
knowledge direct into the language of formal representation. The correct meaning
to the formal elements of knowledge has brought the model and formal language of
RDF using unique pointing towards explicit specifications of concrete meanings that
have been written in a domain ontology for each one of the syntax elements of the
knowledge.

6 Conclusion

As the aim of the first part of the treatise about web-language candidates for a role of
an SWL has been chosen their capability to share of high expressivity of the FOPL
after a necessary simplifying and to preserve the expressivity of the original FOPL
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language at the same time. The paper analyzes and compares tools of making the
presented languages OWL DL1 and RDF CFL simpler in their syntax and ordering
a bit more semantics direct into their new syntax The OWL DL1 reaches the goal by
replying formally quantified specifying of sets by their inclusion relationships. So a
pure formal logics approach becomes more or less a set-theory approach that makes
readability and understandability of formalisms a bit less difficult at the case of the
RDF CFL language simplifying means to decompound knowledge into badges of ele-
mentary statements expressing together the same meaning as the original knowledge.

The paper more or less builds on the paper [4] that has been drawn in an excellent
stream of facts, their mutual connection principles and some historical roots the
language OWL (Ontology Web Language) that have become until now the main
communication tool for a general OL or SWL. We add to the tree of history and facts
a stronger part of a very important branch—the RDF model completed by quantifiers
that gives a possibility of using the RDF principle not only in the role of creator of
a rich semantic variability but together with resolution principle in Clausal Form
Logic (CFL) also a role of a language that has been able to fulfill all the demands to
become a SWL.

The clausal form logic (CFL) has originated from the FOPL and belongs now to
ground approaches of logical programming. Together with a precise semantics of
the RDF model and the possibility of corresponding graph representation our formal
language RDF CFL belongs to simple and easy-to-use SWL languages. Inference
system based on the resolution rule shares properties of semantic correctness and
completeness with the FOPL. Moreover, the formal system with the principle of the
CFL and with its resolution rule of formal deduction has the system the property of
semidecidability.

In the article, we focus ourselves on nowadays approach used for current common
formalisms of deduction within the idea of semantic web from expressivity equivalent
to FOPL knowledge representation.

Knowledge representation and realizing an inference has been discussed namely
within that one based on the description logic DL1 and that one based on the RDF CFL
modeling principles. We also present a discussion how some of the current approaches
lack properties important for such modeling. Some possibilities of alternate ways
have been suggested considering a nowadays popular form of linked data.
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Application of Distance Measurement
NLP Methods for Address and Location
Matching in Logistics

Leo Mrsic

Abstract Paper is based on research based on linguistic terms denoting an address
used for delivery services in logistic. Distance measurement NLP methods are widely
usable in text mining and can be used to find the similarity among sentence or doc-
ument. As part of logistics process, being able to determine correct address using
machine learning we need to tackle issue of two addresses comparison (street name,
city name etc.) is crucial for efficient service. This paper explains comparison tech-
niques based on similarity score that can be calculated using distance measurement.
As part of process, several distance measurements were compared while conclusion
include results and recommendation on usage in address and location matching in
logistics (post services).

Keywords Distance measurement NLP methods · Address matching in logistics ·
Location matching in logistics · Text mining

1 Introduction

1.1 Business Perspective

Business optimization and constant work on utilizing technology advancement is
one of the top priorities of successful business. Development and availability of
technology with timely engagement around the overall refinement portfolios of ser-
vices by using data, opens up a completely new dimension in which data becomes
“the most valuable resource of the company” and by means of them they create
tools that through new business models improve all business channels and signifi-
cantly contribute to strategic goals. This paper introduces automatic address routing
as part of express delivery process in logistics applicable for daily matching services
or quality assurance processes [1–5] Automatic routing process include pairing the
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address between sender and receiver from the transaction system, address database
with machine learning elements and the option to systematically learn through a mis-
matched return address. Within the business processes of express delivery several
systems can benefit from proposed solution: automatic routing of an espresso deliv-
ery, inadequate or missing address breaks, dynamic routing of express delivery, more
adequate arrangement of fixed routes, optimization and predicting the time required
for each group to deliver shipments, statistics by individual groups and phases (e.g.
“at the time of delivery shipment for the exact day”) [6–8].

1.2 Research Environment

As part of this research proposed model was developed in environment of approx-
imately 5,000,000 shipments which are handled annually in the express delivery
system. For this particular project researchers had access to partial data taken from
two-year history of matching statistics or unsorted shipments from the earlier period
that was used for learning. Data in paired addresses would contain a degree of
relationship-based security based on experience where those addresses that are not
labeled as a “negative” system after some time puts them in properly paired [9–11]
(Fig. 1).

Fig. 1 Research
environment
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2 Application of Distance Measurement NLP Methods

2.1 String Distance Measurement

Different researchers from mathematics or computer science are familiar with “string
metric” (also known as a function of string similarity metric or string distance). Term
and technique is commonly used to measure distance between two text strings for
approximate string matching or comparison in fuzzy string searching. As a prerequi-
site for a string metric is fulfillment of the, so called, triangle inequality. For example,
the strings “Leo” and “Leonard” can be considered to be “close”. As a result of string
metric equitation, process generate a number indicating an algorithm-specific indi-
cator/value of distance [12–16] (Table 1).

One of the most widely known string metrics is called the Levenshtein distance
(familiar under “edit distance” name). Like others, it operates between two input
strings, returning a value equivalent to the number of substitutions and deletions
needed in order to transform one input string into another. Within its additions,
string metrics expanded to include phonetic, token, grammatical and character-based
methods of statistical comparisons. String metrics are used heavily in various indus-
tries and for various purposes including fraud detection, fingerprint analysis, pla-
giarism detection, ontology merging, DNA analysis, RNA analysis, image analysis,
evidence-based machine learning, database data deduplication, data mining, incre-
mental search, data integration, and semantic knowledge integration [17–20].

Table 1 String distance measurements comparison

Selected string distance measures Example

Euclidean distance Comparing the shortest distance among two objects
while score means the distance between two objects (0 �
identical)

Cosine distance Determine the angle between two objects is the
calculation method to the find similarity (1 means that
they are same in orientation)

Jaccard similarity The measurement is referred to number of common
words over all words. Jaccard Similarity � (Intersection
of A and B)/(Union of A and B) (1 means that they are
identical)

Levenshtein distance kitten and sitting have a distance of 3.
kitten → sitten (substitution of “s” for “k”)
sitten → sittin (substitution of “i” for “e”)
sittin → sitting (insertion of “g” at the end)

Hamming distance “karolin” and “kathrin” is 3

Most frequent k characters MostFreqKeySimilarity (‘research’, ‘seeking’, 2) � 2
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2.2 String Similarity Measurement Using Distance

Using multiplication from string, similarity among sentence or document is more
attractive however more challenging we well. Text is different than a number therefore
we cannot compare the difference between “Lemon” and “Mango” but similarity
score has been calculated. There are several methods with assumption that it can
deliver similarity however they do not handle synonym scenario neither synonyms
[21, 22]. Linking addresses to/from the registries and address database is recognized
as the problem of machine translation. Research include preparation and coaching
of this part of the system which was tested and validated over existing data before
production. During development, the use of recurrent neural networks of Long Short-
Term Memory was used for the needs of specific content (addresses with all address
details) will be recruited for translation of the address string with the help of fuzzy
strings of characters of the central records in a string from the metadata repository.
Once developed, network will result in a candidate/link to metadata pair in the first
step for which the second step will skew the degree of coincidence due way of
connecting. A pure fuzzy connection would be useful for each character string from
base addresses searched for N matching string from metadata records, but here the
problem is reversed, and close candidates from the metadata we are asked for the
default string. With matching candidates’ likelihood of matching will be displayed
and the candidates will be sorted by probability matching. This procedure formed
more most likely outputs of match related probabilities [23–25]. The system will be
able to receive the data on the dispatches/pairs for which on-time delivery was not
possible and used as a basis for knowledge for future pairing. Also, events where
paired address does not occur was marked as a “negative” in system, while the links
was be stored in the internal learning base as appropriate paired data sequences
and learn from their content and links. Improving self-discipline precision involves
adding “attention” mechanisms, residual bonds and, where appropriate, other deeper
machine learning techniques translation but also supported in depth learning.

2.3 Levenshtein Distance

In information theory, linguistics and computer science, the Levenshtein distance
is a string metric for measuring the difference between two sequences. Informally,
the Levenshtein distance between two words is the minimum number of single-
character edits (insertions, deletions or substitutions) required to change one word
into the other. It is named after the Soviet mathematician Vladimir Levenshtein, who
considered this distance in 1965.
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Table 2 Levenshtein string
distance measurement
example (words “Saturday”
and “Sunday”)

S a t u r d a y

0 1 2 3 4 5 6 7 8

S 1 0 1 2 3 4 5 6 7

u 2 1 1 2 2 3 4 5 6

n 3 2 2 2 3 3 4 5 6

d 4 3 3 3 3 4 3 4 5

a 5 4 3 4 4 4 4 3 4

y 6 5 4 4 5 5 5 4 3

leva,b(i, j) �

⎧
⎪⎪⎨

⎪⎪⎩

max(i, j)

min

⎧
⎨

⎩

leva,b(i − 1, j) + 1
leva,b(i, j − 1) + 1

leva,b(i − 1, j − 1) + 1ai ��b j

⎫
⎬

⎭

⎫
⎪⎪⎬

⎪⎪⎭

(1)

where 1 (a(i) �� b(j)) is the indicator function equal to 0 when a(i) � b(j) and equal to
1 otherwise, and lev(a, b) of (i, j) is the distance between the first i characters of a and
the first j characters of b. Examples of the resulting matrix is shown in Table 2. The
invariant maintained throughout the algorithm is that we can transform the initial
segment s[1…i] into t[1…j] using a minimum of d[i, j] operations. Bottom-right
element of the array contains the answer (distance between words “Saturday” and
“Sunday”).

3 Model Development

3.1 Model Architecture and Mechanics

The pairing system for a given address entered by free entry into the following
fields: delivery line, domestic number of the recipient, postal code of the recipient,
location of the recipient. As result, model is matching most probable address from
the metadata repository, which best suits her and receives the relevant geo-coordinate
(Fig. 2).

The sequence of operations in the system is as follows:

Step 1: In the first step, from the source system to the analytical platform filled with
a reference address. The dynamics of the address base depends on the change of
reference addresses;
Step 2: In the second step, the data on consignments from the source system, which
combines shipments from several operating systems;
Step 3: In the third step, the pairing module retrieves the currently unpublished
shipments;
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Fig. 2 Model architecture (mechanics on the left and matching module on the right)

Step 4: Finally, the pairing module performs the processing, and the pairing results
return back to the same database.

3.2 Address Matching Workflow

The pairing module retrieves undelivered addresses from the central records, pairs
them with the reference addresses in the address bar, and stores the results together
with the geocache coordinates. The pairing process is shown in Fig. 3.

Workflow can be explained as follows: the system matches the addresses that fully
match the names or aliases of the street and the place; addresses that are not paired
in the previous step are paired with fuzzy matching, where couples above a certain
degree of reliability are considered paired; pairs that are not paired in the previous

Fig. 3 Address matching
workflow
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steps are paired by a neural network that is initially trained on the basis of fuzzy
matching and is continuously trained based on feedback from the logistics system.

4 Results

4.1 Address Tokenization/Decomposition

Electronic text is a linear sequence of symbols (characters or words or phrases).
Before any real text processing is to be done, text needs to be segmented into linguistic
units such as words, punctuation, numbers, alpha-numeric etc. This process is called
tokenization. Tokenization is a kind of pre-processing in a sense; an identification
of basic units to be processed. It is conventional to concentrate on pure analysis or
generation while taking basic units for granted. Yet without these basic units clearly
segregated it is impossible to carry out any analysis or generation. The identification
of units that do not need to be further decomposed for subsequent processing is
an extremely important one. Errors made at this stage are very likely to induce
more errors at later stages of text processing and are therefore of great importance.
To address this problem, a number of advanced methods which deal with specific
challenges in tokenization have been developed to complement standard tokenizers.
Tokenization is generally considered as a relative to other tasks in natural language,
and one of the more uninteresting tasks. Due to fact addresses are already separated
into “tokens”: city, street name, household number errors made in this phase are to
be of lower importance however there is still need to understand common issues that
can be propagated into later phases and cause problems. The process of segmenting
running text into words and sentences needs to be robust in terms of combining for
example “street name and number” or “city and street name” as one token. Most
common error will be combination of “street name and household number” due to
general way how users are careful when they input/edit data.

4.2 Address Matching, Confidence and Accuracy

As explained, model is using hierarchical structure to improve accuracy (from city,
street name, household number towards back propagation using knowledge base
from previous matching processes). As a combination being most accurate, I would
like to point out usability of Levenshtein method in such environment. Each level
was forced with Levenshtein distance measurement and verified through knowledge
database.
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Table 3 Address matching: city

City name: delivery Matching model Matching
confidence

City name: match
(metadata)

Tar (Torre) 4.0 65% Staro Topolje

Barbariga 4.0 67% Barban

Vrsar (Orsera) 2.0 69% Vrsar

Laslovo (Szentlászló) 4.0 70% Laslovo

Vodnjan (Dignano) 2.0 70% Vodnjan

Višnjan (Visignano) 4.0 70% Višnjan

Kaštelir (Castelliere) 4.0 73% Kaštelir

Berek 1.0 73% Berak

Brtonigla
(Verteneglio)

4.0 75% Brtonigla

Končanica
(Končenice)

4.0 75% Končanica

… … … …

Galižana (Gallesano) 3.0 100% Galižana

Umag (Umago) 3.0 100% Umag

Selnica 3.0 100% Selnica Šćitarjevska

Zemunik 3.0 100% Zemunik Donji

Plavnice Gornje 3.0 100% Gornje Plavnice

Zaton Veliki 3.0 100% Zaton

Zagreb-Novi Zagreb 3.0 100% Zagreb

Doli 1.0 100% Zaton Doli

Ivanovo Selo* 3.0 100% Ivanovo Selo

4.2.1 Address Matching: City

As for matches, top/bottom scoring (matching confidence) results are noted in
Table 3. As it may be visually compared, for this particular purpose system was
very accurate even with low detail string description on individual character level.

Visualization matrix showed matching confidence level on random sample is
shown in Fig. 4. Methodology confirm very robust results having average confidence
level on 80+% most of the time. Corresponding matrix represents different city name
length where target lengths 15+ characters show rapidly decreased confidence level
however still over 70%.

Same sample was challenged also on number of records showing very efficient
confident level even on larger scale data comparing to sample (Fig. 5).



Application of Distance Measurement NLP Methods for Address … 145

Fig. 4 City match string length versus confidence matrix

Fig. 5 City match confidence matrix versus number of records paired (sample)
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4.2.2 Address Matching: Street Name

As for street name, our model showed even better results with street names being
either expanded/shortened or strings were contextually “dirty” in ways familiar to
address notation but unsuitable for machine learning (Table 4 and Fig. 6).

Table 4 Address matching: street name

Street name: delivery Matching model Matching
confidence

Street name: match
(metadata)

GAJEVA 39 2.0 50% GAJEVA

BOZICKOVICEVA 8 3.0 53% ULICA BISKUPA
BOŽIČKOVIĆA

TRŽNICA MURTER 2.0 53% MURTERSKIH
ZADRUGARA

LIMSKA 8 2.0 55% LIMSKA ULICA

DOMOVINSKOG
RATA

2.0 56% OMLADINSKO
ŠETALIŠTE

STROSSMAYEROVA
18 A

2.0 56% JOSIPA JURJA
ŠTROSMAJERA

MALI IŽ 3.0 71% VELI IŽ

MATTEO BENUSSI
CIO 2

2.0 72% MATTEA
BENUSSIJA

PRILAZ STARE
VOŠTARNICE

2.0 72% STARA
VOŠTARNICA

… … … …

PUT SV ANTE 4.0 73% PUT SVETOG ANTE
PADOVANSKOG

I.G. KOVAČIĆA 9 2.0 73% ULICA IVANA
GORANA
KOVAČIĆA

NAŠICKA 2.0 73% NAŠIČKA

PUT BAGATA 4.0 73% PUT BLATA

OSJECKA 2.0 73% OSJEČKA

KLAICEVA 2.0 73% KLANAC

KIŠPATIĆEVA 4.0 73% ULICA MIJE
KIŠPATIĆA

ZEMUNIK GORNJI
127

3.0 73% DONJI ZEMUNIK
ULICA I

MARKA
VUCKOVICA

2.0 87% MARKA
VUČKOVIĆA

SV. BARBARE 2.0 87% SVETE BARBARE
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Fig. 6 Street name match string length versus confidence matrix

Fig. 7 Street name confidence matrix vs number of records paired (sample)
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Fig. 8 Advanced model results visualization using geospatial data

Visualization matrix showed matching confidence level on random sample is
shown below. Methodology still confirmed very robust results having average con-
fidence level on 50+% most of the time.

Same sample was challenged also on number of records showing lower than city
mane but still quite efficient confident level even on larger scale data comparing to
sample (Fig. 7).

Similar approach was used for household number matching. When combining all
matching levels together, our methodology stands up as robust and very useful for
this specific purpose.

4.2.3 Address Matching: Advanced Visualization Using Geospatial
Data

With geolocation data being central logistics component for delivery process, match-
ing system can be visualized using common tools creating powerful dashboard for
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policy makers and overall system management purposes. Example of visualization
dashboard using sample data on map of Croatia is show in Fig. 8.

5 Conclusion

Research shown that string distance measurements can be very efficiently used as
support in delivery services in logistic. Distance measurement NLP methods are
widely usable in text mining and can be used to find the similarity among sentence
or document. As part of logistics process, being able to determine correct address
using machine learning we need to tackle issue of two addresses comparison (street
name, city name etc.) is crucial for efficient service. This paper explains comparison
techniques based on similarity score that can be calculated using distance mea-
surement. As part of process, several distance measurements were compared while
conclusion include results and recommendation on usage in address and location
matching in logistics (post services). As final model, Levenshtein method was used
in combination with original hierarchy bundled into robust address matching model
with great result and future potential.
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An Investigation of Information
Granulation Techniques in Cybersecurity

Sani Suleiman Isah, Ali Selamat, Roliana Ibrahim and Ondrej Krejcar

Abstract Information Granulation in the context of Granular Computing provides
a viable alternative for finding solutions to complex problems using granules. Issues
such as intrusions, malware exigencies, spam and user unauthorized access still
remain challenging in cybersecurity. Moreover, as the prevalence of undetected
attacks due to system design flaws and system development flaws become rampant
in the cybersecurity systems. Although, numerous techniques that have been applied
have shown very good prospects, there are several difficulties in managing cyber-
attacks from the angle of biometric recognition systems which are commonly used in
cybersecurity. These challenges has positioned cybersecurity issues to be regarded as
complex and uncertain which requires techniques such as information granulation to
unravel a sustainable solution. This paper investigates how information granulation
techniques are used in cybersecurity detection models with the aim of providing a
holistic view of the current status of research in this area. In this paper, we proposed
a framework that applied the principle of justifiable granularity (PJG) in the feature
extraction module of a finger-vein recognition system using granular support vec-
tor machines as classifier to justify the effectiveness of information granulation in
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strengthening a verification system in a cybersecurity setting. We benchmark our
result with state-of-the-art biometric verification systems, and our approach shows
promising contribution in that direction.

Keywords Information granulation · Cybersecurity · Biometrics · Verification ·
Granular support vector machines

1 Introduction

Information granulation as originally introduced by Zadeh [1] provides a viable alter-
native in finding solution to complex problems. As posited by [1], when a problem
is regarded as vague, uncertain and imprecise, it is best described with the use of
granules. And granules are created using an information granulation technique [1, 2]
and it results to information granule(s) (IGs). A created IG is characterized as being
a cluster, subset or object that composed of similar, functional, and indistinguish-
able granule within a close proximity. And a granule can be created using several
formalism of information granulation, such as fuzzy sets, rough sets, set intervals,
shadowed sets to mention a few. Information granulation has two major approaches in
constructing namely; top-down and bottom-up information granulation approaches,
the summary can be found in Table 1.

Furthermore, information granulation (creation, representation and knowledge
discovery of granules) still remain a crucial process [4, 5], which has found signif-
icant level of contribution in many areas such as system modeling, artificial intelli-
gence, data mining and cybersecurity. Information granulation provides a high level
view of the data by unraveling hidden and uncertain features or attributes that were
somewhat not seen with traditional modeling or description techniques. One of the
major issue with information granulation procedure, is the difficulty in determin-
ing an “optimal information granule” [4], an information granule that is efficient
and accurate. Nonetheless, researchers have used many of the available methods or
formalism to construct an information granule in isolation such as rough [7], fuzzy
[8] or in combination such as fuzzy-rough [9] with some optimization techniques

Table 1 Information granulation approaches

S/N Paper Problem Approach Result Limitation

1 [3] Intrusion
detection

Top-down Rough sets High dimensional
data

2 [4] Model
interpretation

Bottom-up Fuzzy sets Large dataset

3 [5] Decision making Top-down Set intervals Linguistic data

4 [6] Design of IG Top-down Weighted interval Spatial data
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utilized. Also Pedrycz and Homenda [10] proposed the principle of justifiable gran-
ularity (PJG), which advocates creation of an optimal information granule through
coverage (experimental evidence) and specificity (semantics). The idea of this prin-
ciple is that a created information granule must accommodate as many experimental
data as possible (coverage) as well as be as specific as possible in order to have
semantic meaning. The work of [10] has gained attention of researchers towards its
well-established mathematical approach [5–7].

It is worth noting that information granulation techniques are schematically
divided into two; principled-based and formalism-based. Principled-based are the
type of information granulation that follow the major granulation principles such as
the principle of justifiable granularity (PJG) [10], which advocates creation of an opti-
mal information granule through coverage (experimental evidence) and specificity
(semantics). On the other hand, formalism-based approach are those that employ
the direct use of reasoning formalism such as fuzzy sets, rough sets, set intervals,
shadowed sets and many others in which these two major approaches in constructing
information granules could be followed. Either the top-down or bottom-up informa-
tion granulation approaches which covers different ways in which complex problems
are tackled depending on type and complexity of a problem.

The use of information granulation-based solutions have permeated into several
domains particularly cybersecurity [11]. In cybersecurity, we encounter various tech-
niques of computational intelligence such as biometric recognition systems aiming
at neutralizing the challenges in cyber crimes such as Intrusions, and user unau-
thorized access. Many researches have used information granulation techniques to
tackle issues in cybersecurity domain [12–22] (summary in Table 2). In Yang et
al. [23], recognition efficiency of finger-vein biometric system is improved using a
hyper-sphere granular computing model. And their approach has performed well in
improving recognition accuracy. However, tackling prevalence of undetected attacks
due to system design flaws and system development flaws [24] has positioned cyber-
security to be complex and uncertain which requires techniques such as information
granulation to unravel a sustainable solution.

In this direction, this paper investigates the application of information granulation
techniques in cybersecurity through biometric pattern recognition and algorithmic
strength. While there have been a number of studies devoted to information gran-
ulation techniques [23], the originality of the investigation of this study is how the
use of information granulation techniques could provide a viable defence mecha-
nisms in cybersecurity through biometric pattern recognition. Therefore, by taking
the advantage of PJG [10], in this study, we applied the PJG in finger-vein biometric
recognition system using granular support vector machines (GSVM) as classifier
to improve recognition accuracy thereby justifying the effectiveness of informa-
tion granulation in strengthening a verification system in cybersecurity settings. The
paper is organized as follows: Information granulation and different approaches to
information granulation used in cybersecurity is presented in Sect. 2 under related
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Table 2 Information granulation techniques used in cybersecurity systems

Paper Method Cyber-system EER (%) Accur
(%)

I.G
Tech-
nique

Limitation

[13] Similarity fusion Biometric 0.135 98 � Classification

[14] Neuro-fuzzy Power x 97 � Accuracy

[15] ANFIS and SVM Medical data x 81.90 � Classification

[16] Neighborhood
sets

Biometeric x 70.2 � F.Extraction

[12] PJG Critical infr. x x � Classification

[18] Fourier and fuzzy Biometric 4.82 x � Accuracy

[19] Interval-fuzzy Biometric x 96 � Segmentation

[20] Visual analysis Biometric 5 x � Optimization

[21] Hierachical
model

Biometric x 99.78 � F.Extraction

[22] Fuzzy sets Biometric 6.00 x � Applicability

works. Sect. 3 presents the proposed approach. The experimental results of the pro-
posed approach in the use of PJG with GSVM to improve verification accuracy is
presented in Sect. 4. Section 5 is the conclusion of the study.

2 Related Works

Different approaches in the use of information granulation has made the technique
widely implemented in research activities, especially in the challenging domain of
cybersecurity where firewalls, encryption and access control fail to completely pro-
tect the systems and networks. The prevention of unauthorized access could be a
serious challenge since the data and information presented to cybersecurity systems
is permeated with uncertainty. Many researchers have used information granulation
technique to solve complex problems from the perspective of uncertainty, vague-
ness and impreciseness. In this section, related works and motivation to our work is
presented.

In [9] a rough cognitive network granular model is used to tackle intrusion detec-
tion which was able to detect abnormal patterns in the network traffic. In Bay and
Yang [25], they applied a pixel-based fusion method for finger recognition to create
an atomic hypersphere granules with fuzzy inclusion measure to compute similar-
ity between two fusion hypersphere granules in which provides a reliable image
matching.
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In Fujita et. al [12] the challenging resilience in critical infrastructure was inves-
tigated. The authors, in their quest for approximate reasoning and rapid decision
making due to uncertainty involved in attacks and natural hazards, create a granular
structures based on binary relations to provide inter-dependency in critical infras-
tructure. Their approach, provide an enhanced reasoning and modeling capability
on intentional attacks to a critical infrastructure. However, their approach lacks opti-
mization of created granular structure interval bounds in order to maximize coverage
due to multi-dependency paths which could be a vulnerability for attack.

In Sareen et. al [26], information granulation technique using fuzzy k-nearest
neighbor was combined with secret sharing scheme in a two stage process to prevent
unauthorized access and protect confidentiality of sensitive information for remote
users of mobile medical applications. But in this work no evaluation on the technique
used and also due to no optimization procedure involved, the specificity and coverage
[10] are in serious conflict and may lead to vulnerability of the defence mechanism.

In Salehi et. al [27], a granular classifier was designed by hybridizing particle
swarm optimization and k-means algorithm in order to solve a pattern recognition
problem in spam detection. The discovered granules were optimized to cover noise
points and patterns in the feature space in order to enhance the performance of the
primary structure. However, their work could not provide an optimal information
granule that can cover the global parameters in order to expand the discovery of the
granules and noisy points.

A multimodal finger-based recognition method based on information granulation
was proposed by Li et. al [13]. In this work, a bottom-up and top down information
granulation approaches were used interchangeably to represent finger features effec-
tively with a higher accuracy recognition rate. Which also from the two approaches,
they found that fine-granularity space outperforms coarse-granularity space with a
higher matching accuracy while coarse-granularity has higher matching efficiency.
However, issue of overlapping remain unresolved.

From the above outlined contributions, we can deduct how several areas of cyber-
security ranging from intrusion detection [9], access control [9, 25], critical infras-
tructure [12], and spam detection [27] have been confronted using information granu-
lation techniques. However, the prevalence of undetected attacks through impostors
and unauthorized access as a result of flaws in the design and implementation of
cybersecurity systems remain unresolved. We intend to fill this gap by taking bio-
metric recognition system as case study to hybridized information granulation with
discriminative classifier (granular support vector machines) in a finger-vein classi-
fication. We used finger-vein dataset from University Sains Malaysia (USM) (FV-
USM), and in the experiments, our classification approach has shown an improved
learning process and high accuracy towards classification of genuine and imposters
in the dataset [17]. We believe this is facilitated in the use of information gran-
ulation technique before the feature extraction stage of the authentication process
(see Fig. 1).



156 S. S. Isah et al.

Fig. 1 Proposed approach to
improve Cybersecurity
biometric system

3 Proposed Approach

In this section, we describe the proposed approach which facilitate learning process
in the detection of unauthorized access and identification of imposters. Generally, this
approach, would help cybersecurity system designers and implementers in overcom-
ing the prevalence of undetected attacks. We start by discussing some preliminary
concepts relevant in the design of cybersecurity systems.

3.1 Preliminaries

Definition of Cybersecurity:- Cybersecurity is an umbrella term for high level
approach to the security of data and provision of secured access to information
through secured infrastructure [28]. Cybersecurity play a major role in the protection
from intentional threats and unauthorized access. In recent years adoption of cyber-
security has changed organizational in-house legacy information security strategies
to the cloud-based due to over reliance on Internet of Things (IoT). The challenges in
cybersecurity in dealing with vulnerabilities before they manifest requires tools that
will help in getting intelligence about threats from large datasets of variable capa-
bilities such as big data [29]. These vulnerabilities, raised concern by researchers
and practitioners to provide attempted solutions from artificial intelligence, machine
learning, deep learning and big data analytics perspectives [29].
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Existing cybersecurity systems can be aligned to biometric-based identification
and verification systems through protection of unauthorized access and provision of
secured and reliable access to genuine users. Such systems covers technologies such
as pattern recognition, computer vision, and image processing. A state-of-the-art
cybersecurity system can be envisioned in image processing [30], where physical
intrusions and security bypass could be challenged through enhanced biometric-
based and verification systems. The major mechanisms are irises, faces, fingerprints,
finger-veins etc. All of these methods have prospects and limitations, and overcom-
ing their challenges has been an active area by researchers. In the following subsec-
tions, we would discuss on the biometrics in cybersecurity systems, vulnerabilities
in cybersecurity systems, and threats/attacks commonly in cybersecurity systems
perspectives.

Biometrics in Cybersecurity Systems:- Cybersecurity is referred to as security of
control systems [28]. Cybersecurity systems could be categorized into Computer
systems and network systems. Under computer systems, we acknowledge the data-
information security, the server-side security and application-based security. In the
network systems, we encounter critical infrastructures and hardware devices dedi-
cated for communication. Several cybersecurity systems have been developed over
the years in relation to the control of cyber threats especially towards to the prevention
of intrusions and unauthorized access [30]. An example of such systems is the biomet-
ric identification and verification systems that has been in the use of human Physical
traits such as; voice, face, fingerprints, iris and finger-vein to provide a detection
mechanism of unauthorized access to cybersecurity systems. Among these traits,
the finger-vein biometric recognition system have been regarded as accurate and
fraud-proof biometric technique. Although the finger-vein may be disadvantageous
due to unreliable and resilient mechanisms that will accommodate the degradation
of the images due to light attenuation in biological tissue upon capture, low image
contrast, vein thickness and noise existence [31]. Moreover, most feature extraction
algorithms used in biometric authentication takes longer time for high dimensional
data [31], causing high matching time and excessive training of sample data.

However with approaches such as information granulation techniques, the high-
lighted problems would be highly improved. In Yang et al. [32] a granular hierarchical
hyper-sphere model was designed to improve the finger-vein recognition by enhanc-
ing the venous region and providing an improved handling of region of interest (ROI)
extraction. Even though their work is significant towards improving the finger-vein
biometric recognition, it still needed a better feature generation method than the tra-
ditional PCA they used which has strictly relies on linearly correlated data. These
limitations of feature extraction methods, motivated the strength of our proposed
model where the information granulation plays an important role after preprocessing
of the input data.

Vulnerabilities:- Vulnerabilities refer to areas of soft target by attacks and security
bypasses. Control systems can become vulnerable due to flaws in system design and
development [29]. There will always be a vulnerability in any system, and threats tend
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to target and exploit related vulnerabilities and have a negative impact to the cyber-
security system. However, researchers have developed strategies to mitigate these
vulnerabilities. In [33], the authors proposed a mathematical analysis as a process to
identify vulnerabilities before they become targets for attackers. The authors argue
that most vulnerabilities are as a result of poor software design and implementations
that could give way for attacks such as denial of service, remote access, code injec-
tions and privilege escalation. In [28], a quantitative vulnerability assessment model
was proposed in order to analyze potential physical consequences of cyber-attacks
on a smart grid distribution automation system. The model was designed based on a
two-level process of terminal device level and control center server level in order to
simulate the attack process.

Threats and Attacks:- Several types of attacks have been recorded over the years
on cybersecurity systems. Which comprises of phishing, sql injections, cross-site
scripting, man-in-the-middle, malware, denial of service and Speer phishing all in
the name of getting access to security systems. Currently, active attacks on biometrics
are targeted at the vulnerabilities associated with the design and implementations. To
reduce these threats and attacks, cancelable algorithms [31] are designed to distort
an image and record the distortions into generated templates. Therefore, if an image
is compromised as a result of attack, it can easily be changed since the original
image was not saved anywhere after the distortion. Now the issue is the ability to
design protected algorithms, even though no foolproof but enhanced and optimized.
Information granulation techniques could be a promising solution to the protection
of biometric cancelable algorithms by enhancing the feature generation methods
through hierarchical attributes of granular computing [32].

3.2 Proposed Method

The application of information granulation in cybersecurity systems development
would provide a synergistic control of vulnerabilities and potential attacks, because of
the relationship in terms of uncertainty, vagueness and imprecision of cyber-attacks.
It has been stated in the literature that most existing attacks target vulnerabilities in
weak or flawed system designs [34]. Therefore we propose a framework that will
guide the development of cybersecuirty systems at a higher level. The framework
will allow the integration of information granulation techniques into the develop-
ment of cybersecurity systems at all levels, especially the feature extraction level
where increase in efficiency, calculating speed, data legibility and classification per-
formance is guaranteed [14]. This will drastically reduce flaws and weaknesses being
experienced in most current designs. We consider one of the biometric systems as a
case study to justify the effectiveness of the integration of information granulation
techniques in the design process. Moreover, the formalism adopted for the informa-
tion granulation is the principle of justifiable granularity [10]. And since the adopted
principle is generalized in the sense that it can use any reasoning concept, we employ
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fuzzy information granulation [1] to obtain segmentation boundaries. In segmenta-
tion, finding threshold is very important which fuzzy information granulation is
efficient for that. Therefore the use if information granulation is to as well improve
the segmentation results. Furthermore, after the granular features are extracted, we
employ granular support vector machines (GSVM) [35] in order to discriminate
between genuine and imposter images in the dataset. The proposed framework is
presented in Fig. 1.

A viable and sustainable system from cybersecurity perspective must as a matter
of importance consider the three most important factors; uncertainty, vagueness and
imprecision. These factors are related to unknown data that will be processed during
the system implementation, therefore information granulation can provide the detail
wanted or hide the unwanted detail for optimal realization of suitable outcome. We
present the basic mathematical concept of our approach.

4 Experimental Results

In this section we present the experimental results based on the database of finger-
vein from University Sains Malaysia (FV-USM) [17]. The database contains 492
fingers with 12 images each making 5,904 images. The images are 8-bit grey scale
level of JPG files with resolution of 640 × 480 pixels in raw images. The region of
interest (ROI) has already been extracted by the database authors. The experiments
are implemented in MATLAB2017b on a PC with Intel® CoreTM i7-3770 CPU @
3.40 GHz 3.40 GHz installed with 16 GB RAM. All images are are normalized and
scaled to 120 × 60 pixels. The list of information granulation techniques used in the
design of cybersecurity systems such as biometrics is listed in Table 2.

As stated earlier, the images acquired, have their ROI extracted already by the
authors. We applied image enhancement techniques using contrast limited adap-
tive histogram equalization (CLAHE) (see Fig. 2.). And we further perform fuzzy
information granulation using principle of justifiable granularity (PJG) by formula-
tion two objective optimization problem based on the coverage data and specificity.
Information granules are created using fuzzy c-means clustering [36]. And further-
more, we perform feature extraction using local binary pattern [37], and we classify
the data using the granular support vector machines which the classification result
is presented in Table 3. In order to show the superiority of our approach in terms
of classification and recognition performance, we repeat the same experiment with
other formalisms used in finger-vein biometric authentication systems in the same
order. The results in terms of EER are presented in Table 3. From the results, it is
observed that the performance of of the proposed method is significantly better than
other variants. The recognition accuracy rate of our approach is slightly better than
the neighbourhood sets counterpart. We believe that the fuzzy information granu-
lation can provide better segmentation to aid the local binary pattern extraction. It
should also be noted, that due to limited space images obtained in all experiments
are reserved for the conference presentations.
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Fig. 2 Image enhancement
using CLAHE a before b
after enhancement

Table 3 Classification results with comparison of approaches based on recognition rate and EER

Formalism Recognition rate(%) EER(%) Classification time(s)

Rough set 89.04 3.46 0.52 ± 0.01

Set neighborhood 92.40 2.89 0.45 ± 0.09

Probability systems 82.12 3.12 0.261 ± 0.27

Fuzzy PJG (our
proposed)

94.20 2.48 0.22 ± 0.03

5 Conclusion

This paper combine the concept of cybersecurity and granular computing to provide a
viable solution in the design of intelligent systems. Biometric recognition systems are
intelligent systems that play an important role in cybersecurity for the protection of
valuable information and properties. The important role of biometric systems towards
providing security to privacy and authorized user access justify the use as finger-
vein biometric system as our case study. Although, this study is a preliminary study
towards the development of a robust finger-vein biometric recognition with improved
image degradation and an enhanced extraction method for region of interest (ROI)
and segmentation using information granulation approach. Definitely, the anticipated
solution would guarantee a more scalable cyber activities in relation to biometric
identification and verification systems.
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Convolutional Neural Network
for Satellite Image Classification

Mohammed Abbas Kadhim and Mohammed Hamzah Abed

Abstract Multimedia applications and processing is an exciting topic, and it is a
key of many applications of artificial intelligent like video summarization, image
retrieval or image classification. A convolutional neural networks have been suc-
cessfully applied on multimedia approaches and used to create a system able to
handle the classification without any human’s interactions. In this paper, we produce
effective methods for satellite image classification that are based on deep learning
and using the convolutional neural network for features extraction by using AlexNet,
VGG19, GoogLeNet and Resnet50 pretraining models. The Resnet50 model achieves
a promising result than other models on three different dataset SAT4, SAT6 and UC
Merced Land. The accuracy of classification of this model for UC Merced Land
dataset is 98%, for SAT4 is 95.8%, and the result for SAT6 is 94.1%.

Keywords Satellite image classification · Deep learning · Convolutional neural
network · Features extraction

1 Introduction

In recent years, remote sensing technologies have been developed quickly. That
means, acquiring an extensive collection of remote sensing images with high reso-
lution have become much more accessible. Based on this notion, many researchers
of remote sensing recognition and classifications have been moving from traditional
methods to recent techniques. The traditional methods depend on the intensity of
pixel level interpretation while the modern techniques are focused in the semantic
understanding of the images. The semantic understanding aims to classify the data
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into a set of semantic categories and a set of classes depending on remote sensing
image content [1–3]. The image classification can be divided into three main classes
according to its features [1]. The ‘handcrafted feature-based method’ focuses on
different properties such as colors and shape information, which are possible prop-
erties of sense images [2–4], while ‘unsupervised feature learning-based methods’
aim to learn a set of basic functions such as a bag of words model that is used for
features encoding. The most common encoding method is called quantization, and
more effective method is fisher encoding, where the input in the Fisher method is a
set of handcrafted characteristics, and the output is a set of learned features [5–7].
Finally, the ‘deep feature learning-based methods’ which is called Deep Learning
(DL) [8–10]. In recent years, deep learning of remote sensing image features has
shown an impressive capability for classification by selection of appropriate features
for the problem of remote sensing image classification [1]. Selection of appropri-
ate the deep learning is a subfield of machine learning based on multiple layers of
learning. The deep learning structure extends from the classic Neural Network (NN)
by adding more layers to the hidden layer part. There are many architectures of
deep learning, one of them is a Convolutional Neural Network (CNN). The CNN
is widespread and has been used in recent years for handling a variety and com-
plex problems such as image recognition and classification by using a sequence of
feed-forward layers. The CNN is similar to the traditional neural network, and it is
made by neurons that have learnable weights and biases. The neurons receive a set
of inputs and performing some non-linear processing, and it can be considered as a
feed-forward artificial neural network [11]. Convolutional network architectures use
the images as inputs which allow the encoding of certain properties into the archi-
tecture. The typical structure of CNN is a series of layers including a convolutional
layer, a pooling layer, and full connection layers [1]. It can be said that it is a special
case of the neural network that consists of one or more convolutional layers that are
responsible for extracting low-level features such as lines, edges and corners; pool-
ing/subsampling layers that make the features robust against distortion and noise;
non-linear layers that work as a trigger function to signal different identification
of likely features on each hidden layer; and fully connected layers that mathemati-
cally sum up a weighting of the previous layer of features [12]. In this paper, four
effective strategies and architecture of CNN have been proposed to improve the
performance of satellite images classification, four approaches of CNN (AlexNet,
VGG19, GoogLeNet and Resnet50) have been used as a pre-trained for features
extraction, each of them trained on imageNet dataset. We evaluate our methods by
combining the earlier features with more in-depth features in a fully connected layer
and compare all the results of the models with several novel methodologies on three
datasets SAT 4, SAT6 and UCMD.

The structure of this paper is organized as the following: in Sect. 2, we present
the related works with CNN for image classification and recognition. Section 3
gives an overview of the datasets that used in our system. The proposed work and
its components have been discussed in Sect. 4. Finally, Sects. 5 and 6 contain the
experiment results and conclusions of this work respectively.
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2 Related Works

Classification of the satellite image is a process of categorizing the images depend
on the object or the semantic meaning of the images so that classification can be
categorized into three major parts: methods that are based on low features, or the other
methods that are based on high scene features [13]. The first method of classification
that are depend on low features is used a simple type of texture features or shape
features, the most common methods of low features is local binary pattern or features
based on histogram same as with paper [14], the researcher in that paper used the
texture with LBP as a classification tool. The methods based on mid features are
suitable for a complex type of images and structure [5]. The methods that are based
on high features compare with other can be considered the most effective methods
for complex images. The CNN is one of the most and widely used in deep learning
algorithm with image processing [9].

Saikat Basu, Sangram Ganguly, and others proposed method that is a learning
framework for satellite imagery “DeepSat”, they focus on classification based on
deep unsupervised learning “Deep Belief Network for classification” with Convo-
lutional Neural Networks and achieve accuracy result 97.946 for SAT4-dataset and
93.916 for SAT6-dataset [10]. Ju et al. [15] produce a research paper for investigated
of a widely used ensemble approaches for image classification and recognition tasks
using deep convolutional neural networks. These approaches include majority voting,
the Bayes Optimal Classifier, and super learner. Albert et al. [16] analyze patterns in
land use in urban neighborhoods by using large-scale satellite imagery data and state-
of-the art computer vision techniques basing on deep CNN. They obtain ground truth
land by using class labels carefully sampled from open-source surveys, in particular,
the Urban Atlas land classification dataset of 20 land use classes across 300 European
cities. They also show that the deep representations extracted from satellite imagery
of urban environments can be used to compare neighborhoods across several cities.
Robinson et al. [17] proposed a deep learning convolutional neural networks model
for creating high-resolution population estimations from satellite imagery. The pro-
posed CNN model has been trained to predict population in the USA at a 0.01 × 0.01
resolution grid from 1-year composite Landsat imagery. The CNN model evaluated
and validated in two ways: quantitative and qualitative. In quantitative validation,
the proposed model’s grid cell estimates aggregated at a county-level comparing
with several US Census county-level population projections, and qualitatively, by
directly interpreting the model’s predictions in terms of the satellite image inputs. In
general, the proposed model is an example of how machine learning techniques can
be a useful tool for extracting information from inherently unstructured, remotely
sensed data to provide practical solutions to social problems. Pratt et al. [18] propose
Convolutional Neural Networks approach for Diabetic Retinopathy (DR) diagnosis
from digital fundus images and classify its severity. They develop CNN architecture
and data augmentation which can identify the intricate features that involved in the
classification task such as micro-aneurysms, exudate and hemorrhages on the retina
and consequently provide a diagnosis automatically without user input. They trained
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the proposed CNN approach using a high-end graphics processor unit (GPU) on the
Kaggle dataset and demonstrate exciting results. In this work, we will focus on CNN
as a classification method. Shamsolmoali et al. [19] proposed have a new classifi-
cation pipeline to facilitate a high dimensional multimedia data analysis basing on
a unified deep CNN and the modified residual network which can be integrate with
the other feed-forward network style in an endwise training fashion.

3 Datasets

In the proposed work, we will use three different dataset SAT4, SAT 6 and UCMD.
The first two types “SAT4 and SAT6” images are extracted from the NAIP program,
this data set consists of 330,000 scenes spanning of all United States images. The
images consist of 4 layers red, green, blue and Near Infrared (NIR). The third dataset
is UC Merced Land Use Dataset contain “tif” file image format.

3.1 SAT 4

This version of the dataset consists of 500,000 image patches that are covering four
lands included barren land, trees, grassland and a class that are contain all land cover
classes. 400,000 classes are chosen for the training set, and the 100,000 remain are
used for a testing dataset. All images are normalized into 28 × 28 pixels [10].

3.2 SAT6

This version of the dataset contains 405,000 images each of size 28 × 28 pixels, and
covering six land classes barren land, trees, grassland, roads, buildings and water
bodies. 324,000 images are choosing as a training dataset, and the remain 81,000 are
used for testing dataset [10]. Also, Fig. 1 shows samples image of SAT 4 and SAT 6
datasets.

3.3 UC Merced Land

This dataset consists of 21 classes land use image dataset each class contains 100
image each image measures 256 × 256 pixel. The images extracted manually from
large dataset images from the USGS National Map Urban Area Imagery collection.
Figure 2 shows selected samples of the images from 20 class [20].
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Fig. 1 Sample images “28 × 28 × 4” from a SAT4 and b SAT6 dataset

Fig. 2 Sample images from UC Merced Land dataset

4 Proposed Work

The structure of the proposed work was planned after studying the literature work
on satellite image classification as in Fig. 3 that illustrates a general overview of the
proposed model of satellite image classification that based on CNN. The proposed
work is divided into two parts: the training phase and testing phase. The datasets are
divided into two sets initially the first one is used as a training image and the second
one used for testing of our models. SAT dataset consists of SAT4 and SAT6 each one
contains 400,000, 324,000 images are selected as a training set consecutively and
100,000, 81,000 images are selected as a testing set.

The other datasets UC Merced Land Use that contain 21 class each one has 100
images, we have selected 70 images as training set and 30 images as testing set for all
the classes. Moreover, because of the model implemented and tested on two different
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Fig. 3 The diagram of the proposed system

datasets, the preprocessing phase is such an important step to make the input images
sharing the same characteristics.

4.1 Training Phase

The first stage in our model is the training phase. In this part, the selected images
from both of datasets as training images are going through steps starting from pre-
processing features vector extraction based on CNN.

Preprocessing. The datasets that used in our model are different, the color images
of SAT airborne datasets consist of four bands 28 × 28 uint8, and the other dataset
UCMD 256*256 uint8 three bands for red, green and blue. So to build a model
that used for classification you must be starting with color normalization all image
by reducing the invisible band NIR of the SAT datasets, convert the images into
grayscale, and then the entire satellite images are ready to the next step for extracting
features vector that belongs to each image in training set.

Features extraction based on CNN. The efficiency of satellite image classifica-
tion is based on the power of the features that extracted from the training dataset.
The power of that features will be reflected on testing phase. So by proposed off-the-



Convolutional Neural Network for Satellite Image Classification 171

Table 1 Pretrained network, layers and features layers

AlexNet VGGNet-19 GoogleNet Resnet50

Input
data

Input image 227 ×
227 × 3

Input image 224
× 224 × 3

Input image 224 ×
224 × 3

Input image 224 ×
224 × 3

Layers 25 × 1
nnet.cnn.layer.Layer

47 × 1
nnet.cnn.lay
er.Layer

144 × 1
nnet.cnn.layer.Layer

177 × 1
nnet.cnn.layer.Layer

Features
layer

fc8 fc8 loss3-classifier fc1000

shelf features extraction from the images, we provide high-level features to be set of
training data to train the CNN.

In this work, we have used several pretrained networks all of them have been
trained on the ImageNet dataset as can visit the link http://www.image-net.org/ which
have one thousand object categories. Table 1 shows the characteristic of each one
that used and the fully connected layer that we have considered it as a features vector.
Every CNN’s layer produces an activation or response to an input image. In all these
layers there are only a few layers within CNN architecture that can be suitable for
features extraction of the input image. The feature that have been extracted from
the deeper layer can be used as a training feature because it gives advance features
contrariwise the beginning layer of the CNN capture only the primary image features
like edge and blobs. The first layer of the CNN has learned for detecting the edge
and blob features, and these original features are processed by deeper layer in this
case the first features are combined with more in-depth high-level features in full
connections layer, that can be used in recognition or classification tasks, so the fully
connected layer is chosen to be features’s layer.

4.2 Testing Phase

The second phase of the satellite image classification model is a testing phase. In
this part, the 30% remaining of each dataset will be tested to check and measure the
accuracy of the classifier method. Same as with a prepare the input data for training
phase it will occur the testing images starting with preprocessing and extract set of
features for all categories in the datasets and save it as two-dimensional matrices
each row belongs to the one image. we will explain the experimental result of the
satellite image classification based on CNN.

http://www.image-net.org/
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5 Experimental Results

We evaluate the performance of the satellite image classification that is used datasets
which mention in the datasets section above. In this part, we will discuss the exper-
imental results that are implemented based on a combination of deep features and
earlier features of CNN by using four models AlexNet, VGGNet-19, GoogleNet and
Resnet50 which are pretrained on imageNet dataset. The features are extracted from
different layer based on the model type and full connection layers have shown in
Table 1. Due to we have used different datasets and varying dimensions, we kept the
size of an image and normalized the four bands into visible layers only red, green and
blue. The features layer are selected in four models from last pooling full connection
layer: AlexNet is layer number 23 “fc8”, VGGNet-19 is 45 layer “fc8”, googleNet
is layer number 142 “loss3-classifier” and Resnet50 is layer number 175 “fc1000”.
Table 2 shows the configuration of the four models on UCMD dataset.

In this work, we have tested four pretrained CNN with their configuration that
are listed in Table 2, on different datasets SAT 4, SAT 6 and UC Merced Land. Each
dataset is divided randomly into two part: training and a testing subset of images,
Table 3 shows the datasets setting in our experimental results.

The proposed method that is based on combination of deep features and earlier
features with Resnet50 that extracted from “fc1000” layer achieve better result than
features extracted from first convolutional or deep convolutional, also it shows better
performance than other pretrained convolutional neural network like AlexNet, VGG-
19 and GoogleNet because the feature that extracted from Resnet50 are deeper than
the others under the selected percentage 70% of training with the configuration of
Resnet50 that shows in Table 2.

Also, Fig. 4 shows the accuracy and achieve of the Resnet50 model has the better
result than other models, and Fig. 5 shows the loss of training of the samemodel in
250 epochs both of them by using UC Merced Land Datasets. Figure 6 presents the
comparison among the models that used for features extraction, its visible that the
Resnet50 model used for features extraction has a better result of classification than
other models and loss function is less than others.

So Table 4 show the accuracy of all datasets that used with different models and
algorithms.

As shown above in Table 4, the accuracy values that produced by the research
paper [10] is achieved a classification ratio on SAT4 and SAT6 reached to 97.946 and
93.916 respectively. They suggested a mechanism for extracting data and features of
an input image and used the principle of normalization of that features as a vector
in Deep Belief Network for classification. They presented two datasets SAT4 and
SAT6 and that proposed work didn’t test on UC Merced Land. The second research
paper in Table 4 [21] that investigated in our experiments, the researchers proposed
an agile CNN architecture named SatCNN for HSR-RS image scene classification.
Based on recent improvements to modern CNN architectures and they are used a
smaller kernel with effective convolutional layers to build an effective and fast CNN.
The method tested on SAT4 and SAT6 with achievement ratio 99.65 and 99.54
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Table 3 Dataset setting for
experimental results

Dataset Subset of images Images resolution

Training Testing Width Height

SAT 4 400,000 100,000 28 28

SAT 6 324,000 81,000 28 28

UC
Merced
Land

21 class ×
70

21 class ×
30

256 256

Fig. 4 Training accuracy of the Resnet50 model

Fig. 5 The training loss of Resnet50 model

Fig. 6 Comparison between models based on UC Merced Land dataset. a Accuracy of training.
b Loss of training
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Table 4 Accuracy of the SAT4, SAT6 and UC Merced Land dataset based on different models and
algorithms that are used

Algorithms Classifier accuracy
% SAT4

Classifier accuracy
% SAT6

Classifier accuracy
%
UC Merced Land

DeepSat [10] 97.946 93.916 –

Agile CNN SatCNN [21] 99.65 99.54 –

Triplet networks [22] 99.72 99.65 97.99

Features extraction based
on AlexNet

84 82 87

Features extraction based
on VGG19

89 84 89

Features extraction based
on GoogleNet

91 89 90

Features extraction based
on Resnet50 (proposed
method)

95.8 94.1 98

respectively and it is not tested on UC Merced Land. The performance accuracy of
the third research paper [22] is 99.72, 99.65, and 97.99 on SAT4, SAT6, and UC
Merced Land datasets respectively. The researchers produce a novel classification
method via triple networks. In our experiment results on proposed methods based
on features extraction depend on Resnet50 achievement produce the best model for
classifying image set of UC Merced Land dataset. The performance of our proposed
model (Resent50) is better than results yielded from research paper [10] for SAT6
dataset and it is the worst for SAT4 dataset.

6 Conclusions

In this paper, we present useful models for satellite image classification that are based
on convolutional neural network, the features that are used to classify the image
extracted by using four pretrained CNN models: AlexNet, VGG19, GoogleNet and
Resnet50 and compare the result among them. The features are extracted from a
combination layer or full connection layer of earlier layers and deep layers. After
the experiment result of the datasets and the pretrained models, the Resnet50 model
achieves a better result than other models for all the datasets that are used “SAT4,
SAT6 and UC Merced Land”. The result of the classification based on Resnet50 as
features extraction has better accuracy and minimum loss value than other methods
and able to work on different datasets. The achievement of our proposed method
based on Resnet50 is better result than research paper [10] for image classifying
of SAT6, it is also a better than research paper [22] for classify UC Merced Land
dataset.
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A Survey of Tacit Knowledge
in Community Learning Based
on Measurement Dimensions

Winanti, Ford L. Gaol, Raymond Kosala, Suhono Harso Supangkat
and Benny Ranti

Abstract Tacit Knowledge is one of the potential assets in developing community-
based learning. A problem often encountered is the difficulty in formalizing and
articulating the knowledge, and for this reason, a media is required to extract into
an easily translated form. This study focuses on explicit forms of knowledge, and as
a result, the method employed is the collection of research findings related to tacit
knowledge and community learning. Also, these findings were surveyed based on
predetermined keywords and analysed into a complete report which can be used as
material for decision making especially in the matter of sharing this knowledge in
community-based learning. The purpose of this study was to determine the under-
standing of measuring this knowledge in terms of existing dimensions, such as tech-
nical and cognitive. However, in this case, the conditions and processes help inform
about tacit with reference to the Community. The survey activity is still limited to
its conceptual measurement and has not yet led to implementation in the form of
community learning where members can interact directly using text, images, videos
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and other forms. In addition to using two dimensions of measurement, knowledge
can be shared through socialization, externalization, combination and internalization
that refer to the Nonaka and Ba models for learning to provide a sense of fun for the
community group.

Keywords Survey · Tacit knowledge · Community learning

1 Introduction

Knowledge management is an activity carried out by a person in transforming tacit
into explicit knowledge asking for knowledge to be created from individual sources
based on experience, reasoning, intuition, one’s personal judgment and insight. The
former knowledge is a very strategic asset and has the potential to compete [1].

The world of education is a collection of knowledge through daily activities, as
it manages to collect, store, share, produce and utilize in a structured manner in
accordance with the existing curriculum. However, it has not been able to benefit
from tacit knowledge [2].

Acknowledging the significance of tacit knowledge in everyday life in creating
new sources of knowledge that were initially unthinkable by humans to become
a context that can be utilized and truly felt. In the last few years, the community
has focused on knowledge management without realizing that this knowledge in
question has not evolved and does not make sense. But over time, it has become a
new knowledge that makes sense and is very beneficial to human life [3].

This Knowledge for a group of communities is one that is unwittingly able to
provide new knowledge about things that have not been seen or structured yet. This
knowledge is important and useful for some community groups that have no idea
about schooling, because it provides inspiration and new knowledge.

In various communities where members communicate with one another, the aver-
age information they convey to the discussion forum is from the experience and
habits of their day-to-day life. Humans cannot be totally independent. They need to
interact with others, even if just an interaction among neighbours. However, it is the
nature of a relationship and social network one part that often becomes a significant
aspect of a community. Emerging communities make use of information technology
innovations which consist of a set of organizations having the purpose of adopt-
ing, implementing and assimilating the use of information technology and networks
connected online [4].

This paper aims to determine the application of tacit knowledge in the context of
community-based learning, and therefore, the obtained result is expected to provide
recommendations useful for the wider community to utilize this knowledge with the
intention of disseminating community-based knowledge. This paper is still limited
to the conceptual survey of the measurement of tacit knowledge seen from two
dimensions of measurement (technical and cognitive dimension), although there are
several other dimensions that can be used. The implementation of the dimensions will
be carried out by the authors in the next study and will not be discussed in this paper.
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2 Literature Review

Tacit knowledge is a type obtained from personal knowledge and understanding, and
cannot always be articulated in code. It is very useful in sharing experiences and
knowledge which have originated from actions, routines or habits, strong commit-
ment, ideas, and values of science [3].

The community itself can be interpreted as a collection of members who have a
sense of belonging and bound among one another with the belief that their needs will
be fulfilled as long as they are committed to continue together [5].

The gathering of actors in the community dynamically evolves, as a form of mutual
attention to developing innovations and activities that occur in society is a “general
project”. Members of the innovation community come from various ethnicities, tribes
and religions, but are all grouped into the same interests, having the same motivation
and goals [4, 5].

In the 21st century, humans are faced with life in a knowledge based community
and society, where knowledge serves as a source of strength for humans who have high
quality of life and survival. As a result, the effects of market, products, technology,
competition and regulation change very rapidly. Continuous innovation due to rapid
technological development is carried out by testing existing theories and knowledge
in the form of spirals to pass contradictory concepts such as the concept of tacit and
explicit knowledge.

Community-based learning components consist of (a) community members i.e.
components that are directly involved in community learning, and can either be an
individual or a group. (b) Collaborative learning, usually emphasizing on initiative
not being a result of engineering and thinking of other people to cooperate. Co-
operation and collaboration have almost the same meaning, namely cooperation,
which distinguishes only cooperation with direction and assistance from others or
cooperation carried out on its own initiative. (c) Learning problems, namely a learning
approach that always begins with the presentation of problems designed in a context
that is relevant to the material being studied (problems adapted to the material).
(d) Learning practices, namely learning efforts carried out by giving participants
the opportunity to have firsthand experiences. The community process comprises of
(a) identifying problems, (b) exploring alternatives, (c) working together in taking
action, and (d) revising and refining the plan [4, 6].

Chergui et al. (2018) stated that knowledge includes hidden elements that cannot
be reduced and are related to the personal nature of individuals, and that they are
very difficult to formalize, communicate and share. Remembering tacit knowledge
usually comes from personal actions or attitudes [7].

Nonaka and Takeuchi (1995) stated that the application of knowledge management
is the process of creating knowledge that arises from the interaction of its conversion
process called SECI (socialization, externalization, combination and internalization)
[3] (Fig. 1).

According to Nonaka, the conversion of knowledge can be performed with the
following statement:
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Fig. 1 Knowledge conversion process SECI. Source Nonaka et al. [3]

a. Socialization is the conversion of tacit-tacit knowledge to individuals and groups.
This is the process of disseminating experience, and the creation of knowledge
through spreading mental models and technical skills.

b. Externalization is tacit-explicit conversion at the organizational level between
organizations and groups. This is the core of the knowledge creation process in
form of a hypothesis concept or model.

c. Combination is an explicit conversion that occurs at the group level—individual,
or among individuals. This is a process of systemizing concepts in a knowledge
system.

d. Internalization is an explicit conversion—tacit. It is the process of converting
explicit knowledge to tacit knowledge.

According to Polanyi (1966), tacit knowledge has the following properties: [8]

a. Cannot be shared.
b. They are things that are more widely known than delivered.
c. It often consists of habits and cultures that cannot be determined by themselves.
d. Cannot be codified, but can be transferred or obtained from experience.
e. Describe the know what (facts) and know why (science).
f. Engage learning and skills.
g. Formed in organizational groups and relationships, core values, assumptions and

beliefs that are difficult to identify, store, count or map.

The Nonaka model provides a few guidelines for specific actions which can be
taken to facilitate the creation of knowledge by converting, linking and combining
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them into a different knowledge in order for the required activities to be adapted into
generative learning [3, 9].

Knowledge is a combination of information and experience [10, 11]. The aver-
age unstructured understanding, experience and knowledge has not been well docu-
mented, considering that knowledge is still within the limits of one’s expertise and
experience. For this reason, it is necessary to set up and explain therefore that their
understanding, experience and expertise can be translated into a structured language
that will be easy to understand, learn and practice to support the already existing
knowledge [10].

Knowledge is grouped into two, and they are tacit and explicit knowledge. There
are interactions between both groups that help create new ideas which are difficult.
Despite the fact that there are researches which classify knowledge as individual
or group background, practical or theoretical, hard or soft, internal or external, the
background tacit and explicit classification remains the most common used by many
researchers which is also very practical [3, 12].

3 Methodology

The method is a series of ways, processes or steps used in asserting a scientific field.
Understanding of Survey was the method used in conducting a detailed and complete
literature review. There are three steps taken, namely: the first stage defines the scope
in detail, and determines the research question; the second stage is conducting a search
that involves selecting a literature source based on keywords; and the final stage is
by determining the inclusion and exclusion criteria to sort reference types for further
exploration [13].

The purpose of the Survey is firstly to assist the author in understanding the
problems being examined in accordance with the frame of mind; secondly, to find
out the theory, findings and other material to be used as a basis for the research;
thirdly, to form a framework for solving a problem.

The author gathers references as literature, using the following steps: Firstly,
the author looks for literature with keywords to answer questions on “Survey Tacit
Knowledge in Community Learning Based on Measurement Dimensions”. The sec-
ond step is to focus on publications in work papers, the results of conferences, as
well as proceedings and journals published from 2000 to 2018. The third step is the
literature writer who focuses on tacit knowledge and community learning.

The scope of this research is sharing tacit knowledge implementation at com-
munity learning. The first step taken by the author is to put together a review which
defines literature sources in order to obtain articles correlating with the topic, sourced
from journals, proceedings and research results. The literature review source is sys-
tematically based on: (a) Science Direct (www.sciencedirect.com), (b) Link Springer
(link.springer.com), (c) DOAJ or Directory Open Access Journal (http://doaj.org),
(d) Google Scholar (scholar.google.com), (e). IEEEXplore Digital Library (http://
ieeexplore.ieee.org). Useful keywords in the search of this paper are: (“sharing”

http://www.sciencedirect.com
https://link.springer.com/
http://doaj.org
https://scholar.google.com/
http://ieeexplore.ieee.org
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OR “Contribution”) AND “Tacit Knowledge” AND (“Dimension” OR “Part”) AND
(“Community” OR “Association”) AND (“Learning” OR “Discuss”).

From several references found, the author can put together a summary and come
to a conclusion that basically, this knowledge can be measured through different
dimensions, and these dimensions can be used in determining the type that will be
used in the community-based learning process, given that this learning cannot be
separated from tacit knowledge. Furthermore, community members can exchange
ideas to solve problems they face. Strong ties make them encourage one another in
matters of improvement and problem solving. However, it is often difficult to translate
the knowledge delivered to a structured form because their ideas and views prioritise
the spontaneity they feel at that time, based on their guesses/prejudices and personal
understanding. The following is sharing tacit knowledge with measurements made
in reference to the two measurement dimensions seen in Fig. 2.

Following Nonaka (2000) and the book Sangkala (2007), the authors can make
measurements of tacit knowledge with models that are easy to understand and imple-
ment. Two dimensions are needed in sharing this knowledge based on community
learning, and they are:

1. Technical dimensions: These dimensions are in form of skills that are difficult to
formalize, and they are usually owned by people proficient in a particular field,
but there are limitations in the educational sector.

a. Tacit knowledge can be measured by subjective judgments of individuals.
For some people, subjective attitudes must be upheld to view a problem
where a person thinks relatively. Furthermore, the result of guessing, based
on people’s feelings or tastes, as limited as estimates and assumptions are
supported by facts/data.

b. Personal understanding is an individual opinion which cannot be codified,
but only be obtained from experience.

c. Intuitive thinking is a cognitive process that generates ideas as a strategy in
making the right decisions expected to produce spontaneous problem solving
answers.

d. Suspicion or prejudice is to make a decision before knowing the relevant facts
about the object. Prejudice itself has three types, namely cognitive prejudice
which refers to what is considered right; affective prejudice refers to what is
liked and disliked, co native prejudice refers to how a person tends to act.

e. Inspiration is a process that encourages or stimulates the mind to carry out
a task or activity, especially something creative. It is often referred to as the
mind that has been attached to the soul or heart.

f. Idea is a result of thoughts arranged in the human mind. It has an unlimited
scope, and each individual has a diverse idea that can be replicated in the
form of new knowledge to complement each other’s existing knowledge.

2. Cognitive dimensions, those that are difficult to articulate consist of:

a. Trust attitudes shown by humans when they feel enough to know and conclude
that they have reached the truth.
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Fig. 2 Tacit knowledge sharing with dimensions based on community learning

b. Idealism is a belief in matters that are considered to be right based on expe-
rience, education, cultural culture and habits. It grows slowly in one’s soul,
and manifests in forms of behaviour, attitudes, ideas or ways of thinking.

c. Value contains elements of consideration which bring an individual’s ideas
about things that are right, good, or desirable.

d. Emotions are shown when feeling happy about something, angry with some-
one, or afraid of something.

e. Mental is related to thoughts, intelligence, memories or processes that have
to do with thoughts, reasons, and memories [14].

f. Perception is “an individual process in interpreting, regulating and giving
meaning to stimulus that comes from the environment in which s/he is located,
and it is the result of the learning and experience process” [15].
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g. Solidarity is an attitude owned by humans as regards the expression of human
feelings for the sense of the same fate and affinity for other people and groups
in their community.

Based on the explanations given above, the writer adds one component, called sol-
idarity. However, it has not been discussed in the technical and cognitive dimensions
according to the two authors mentioned above. This component is very important
in tacit measurement, because it is very synonymous with cooperation among indi-
viduals in a particular group. The sense of belonging and affinity for others in their
group cannot be expressed but felt.

4 Result and Discussion

E-learning systems can improve knowledge management for company activities in
order to provide benefits such as models being presented in such a way as the system
integration and knowledge management. Both models are applied to several real-
world scenarios to describe benefit integration, and participants can become virtual
communities [16].

Developing an understanding of the conditions and process of sharing tacit knowl-
edge in the context of community-based learning using naturalistic questions, and in
the process, methodology finds that online learning encourages processes and creates
conditions that are consistent with the knowledge creation models [3, 17]. Transfer
knowledge through checking tacit knowledge and providing insights that make it
quiet. The type of tacit knowledge is identified through: Skill, Cause-effect, Com-
posite, Cognitive, Cultural, Unlearning, Human, Taboo, and Emotional. The various
mechanisms used in transferring this knowledge experienced by each unique set of
elements become a tacit [18].

Managing this knowledge effectively and efficiently is the key successful organi-
zational measurement factors by paying attention to several measurement dimensions
to gain competitive advantage. This is also carried out with the use of the knowledge
which must be well understood because it is not only difficult to understand, but
also one of the most challenging in knowledge management. It is a valuable strategic
resource for a community and organization with sustainable potential and competi-
tive advantage in the future. For a better understanding, the level of tacit knowledge
is divided into four factors, namely: factors from individual/personal, managerial,
expertise, and collective knowledge factors. The influence of managerial knowledge
impacts the greatest influence on tacit knowledge among all four factors, and then
verbal communication is the most important item in this factor. Collective and task
knowledge have the same effect [12].

Community learning is very important for individuals and communities because it
encourages collaboration, emergence of new skills and life skills, willingness to live
with natural resources effectively with awareness of the individual in accordance with
what they do. This process begins with finding problems experienced by commu-
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nity members. After a member identifies a problem, they start exchanging opinions,
conducting discussions, analysing the cause of the problem, finding solutions, and
furthermore taking appropriate steps and actions to face the problems [6].

Participating in the learning community virtually has many advantages and bene-
fits such as access to information, performance achieved by increased creativity and
professional identity to be developed for the better. But in this case, the integration
is rich in a comprehensive knowledge management model at the institutional level
[7, 19, 20]. Supported by virtual learning networks in the context of community
learning in building capacity for the purpose of developing partnerships between
national and international institutions to obtain better and more advanced knowledge
in the future [20].

Knowledge in the context of tacit and certain relationships between consciences
that cannot be manifested together and usually made through concrete actions in
terms of the relationship between the two becomes very important [7].

Conducted by training, social interaction with knowledge sharing was carried out
among community members. The tutor does not have to be interacted with directly,
since the sharing can also be done via online media. Community members can only
communicate with an android cellphone, laptop or personal computer connected to
the internet. The dimensions used in the measurement of tacit knowledge in com-
munity learning are seen from the technical dimensions and cognitive dimensions,
as shown in Fig. 2. Actions are taken towards this measurement:

(1) Knowledge exists when someone has existing coupled with his personal knowl-
edge and is developed in accordance with the advancement of science and tech-
nology, which is then shared with community members using text, images, or
videos.

(2) Identification of actors involved in community learning. The determinants and
benchmarks of its success are the involvement and activeness of the actors.

(3) After identifying the actors involved, set the goals and then choose the top
priority to predict satisfaction of community members.

(4) Every member of the community can exchange responses, answers and objec-
tions to the questions and problems that are conveyed to the forum, so that they
can all convey ideas based on their knowledge and experience to perfect their
answers.

(5) Satisfaction of community-based learning can finally be achieved with a good
view of the members who exchange answers and responses for tacit to be seen
from the technical dimension which was originally difficult to formalize into
interest and complete. Measurement of tacit knowledge seen from a cognitive
point of view is easier because of the many and complete input from community
members.

The measurement of tacit knowledge was carried out by survey [21] and online
media was used in data collection. It was collected in an extractive manner using
software in order to generate a completely new knowledge from the community
members. This method becomes very interesting for community members in addi-
tion to solving a problem. Many jobs that require organizational knowledge, intel-
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lectual capital, communities or organizations that create new knowledge stem from
an understanding of its nature [22]. It is sometimes difficult to find, but often found
when people experience a problem or event. The features are often found in the real
world, but cannot be displayed [23]. Due to this fact, it is necessary to measure tacit
knowledge while still looking at the technical and cognitive dimensions so that it can
be translated into complete, useful and fun information for community groups.

5 Conclusion and Implication

The emergence of various communities spread throughout the world gets rid of dis-
tance as an obstacle for those who want to exchange ideas. The constraints they face
today are in terms of sharing knowledge which is still carried out using unstruc-
tured methods. Methods and models are therefore needed to transform or extract
from unstructured to structured knowledge, or better known as tacit (unstructured)
to explicit (structured) knowledge. This paper prioritizing tacit knowledge sharing is
seen from a measurement perspective by using the technical and cognitive dimension
in the perspective of the knowledge for community-based learning which is currently
growing.

Based on the results of the survey conducted using several previously conducted
studies and papers, were measured from two main dimensions. The first is techni-
cal dimension that is subjective, personal, intuitive, guess/prejudice, inspiration and
ideas. The second is the cognitive dimension that originates from beliefs, idealism,
values, one’s emotions and mental state, and perceptions. Also, authors added solidar-
ity in the cognitive dimension where solidarity is very important in tacit measurement
especially in terms of cooperation between individuals and groups that have been dif-
ficultly articulated. These two dimensions often occur and are experienced in sharing
tacit knowledge in community-based learning. Problems experienced and observed
from community members can be organized into groups so that other members can
provide input, opinions or ideas to resolve these problems. Strength and cohesiveness
among community members make them big and an inseparable part of tacit knowl-
edge with community learning supported by various social media that they can use
to share problems and share ideas quickly and easily.

6 Limitation and Future Research

This paper discusses knowledge in the context of community learning based on two
dimensions. The first is the technical dimension which is in a complicated form,
difficult to understand and formalize. The second is the cognitive dimension which
can be interpreted as one that is difficult to articulate in the form of structured knowl-
edge. The authors argue that these two dimensions are very important in developing
community-based learning. Others such as ontologism and etymological dimensions
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are not discussed in this paper. The author also did not discuss the extraction of tacit
knowledge by means of socialization, externalization and combination. Other dimen-
sions will be discussed in subsequent studies, and the extraction from unstructured
into structured forms of knowledge was also left out in this paper.

Two dimensions that have not been discussed will be in the next study, either
by the authors themselves, or by other writers who will conduct researches on the
same topic, so that a complete research and tacit knowledge can be measured from 4
dimensions intact namely: technical, cognitive, ontological and the epistemological
dimensions. With this, learning in a community can be carried out in a compelling
and interesting way.

References

1. Ozmen, F.: The capabilities of the educational organizations in making use of tacit knowledge.
9, 1860–1865, (2010)

2. Fullan, M.: The role of leadership in the promotion of knowledge management in schools.
OECD Conference (18–19 March 2002). Retrieved on 6 May 2010

3. Nonaka, I., Toyama, R., Konno, N.: SECI, Ba and Leadership : a Uni® ed model of dynamic
knowledge creation. 33, 5–34 (2000)

4. Wang, P., Ramiller, N.C.: Community learning in IT innovation. MIS Q. 33(4), 709–734 (2009)
5. McMillan, D.W., Chavis, D.M.: Sense of community: a definition and theory. Am. J. Commun.

Psychol. 14(1), 6–23 (1986)
6. Techavijitsarn, W., Kovitaya, M., Ratana-ubol, A.: The development of a community learning

model for self-management in conserving community forests. Proc. Soc. Behav. Sci. 191,
2325–2328 (2015)

7. Chergui, W., Zidat, S., Marir, F.: An approach to the acquisition of tacit knowledge based on
an ontological model. J. King Saud Univ. Comput. Inf. Sci. (2018)

8. Polanyi, M.: The Tacit Dimension. Routledge and Kegan Paul, London (1967)
9. Arling, P.A., Chun, M.W.S.: Facilitating new knowledge creation and obtaining KM maturity.

15(2), 231–250 (2011)
10. Alavi, M., Leidner, D.E.: Management review: knowledge systems: management knowledge

and foundations conceptual. Manag. Inf. Syst. 25(1), 107–136 (2001)
11. Chen, Y.: Development of a method for ontology-based empirical knowledge representation

and reasoning. Decis. Support Syst. 50(1), 1–20 (2010)
12. Zaim, H., Faruk, Ö., Tar, M., Zaim, S., Alpkan, L.: Determining the critical factors of tacit

knowledge in service industry in Turkey. 207, 759–767 (2015)
13. Meyliana, Hidayanto, A.N., Budiardjo, E.K.: The critical success factors for customer relation-

ship management implementation: a Systematic literature review. Int. J. Bus. Inf. Syst. 23(2),
131–174 (2016)

14. Chaplin, C.P.: Kamus Psikologi, terj, Kartini Kartono, Jakarta: PT grafindo Persada, p. 407
(1995)

15. Ali, M., Asrori, M.: Psikologi Remaja Pengembangan Peserta Didik. Edisi 6. PT. Bumi Aksara,
Jakarta (2009)

16. W. Q. Qwaider: Integrated of knowledge management and E- learning system 4(4), 59–70
(2011)

17. Tee, M.Y., Karney, D.: Sharing and cultivating tacit knowledge in an online learning environ-
ment. pp. 385–413 (2010)

18. Dinur, A.: Tacit knowledge taxonomy and transfer : case-based research. Feb 2015



190 Winanti et al.

19. Strunga, A.: The integration of virtual learning communities into universities’ knowledge man-
agement models. Proc. Soc. Behav. Sci. 197, 2430–2434 (2015)

20. Boulay, R., van Raalte, L.: Impacting the science community through teacher development:
utilizing virtual learning. Int. J. Technol. Knowledge Soc. 9(4), 13–24 (2014)

21. Cheng, L.V., Helen, H., Jin, Z.: The effect of parental opportunism, IJV âeTM s autonomy
and tacit knowledge on IJV instability: a comparison of multi-variate regression and fuzzy-set
qualitative comparative analysis. J. Bus. Res. 69(11), 5203–5209 (2016)

22. Cook, S.D.N., Brown, J.S., Cook, S.D.N., Seely, J.: Bridging Epistemologies : the generative
dance between organizational knowledge and organizational knowing. May 2015, 1999

23. Isoni, A., Poulsen, A., Sugden, R., Tsutsui, K.: Focal points in tacit bargaining problems:
experimental evidence. Eur. Econ. Rev. 59, 167–188 (2013)



Land Cover Classification Based
on Sentinel-2 Satellite Imagery Using
Convolutional Neural Network Model:
A Case Study in Semarang Area,
Indonesia
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Abstract Regional land use planning and monitoring remain an issue in many
developing countries. Efficient solution for both tasks depended on remote sens-
ing technology to capture and analyze remotely sensed data of the region of interest.
Although a plethora of methods for land cover classification have been reported, the
problem remained a challenging task in computer vision field. The advent of deep
learning method in the past decade has been very instrumental to develop a robust
method for land cover classification using satellite imagery as input. The objective
of this paper was to present empiric results on using CNN as a land cover classifier
model using Sentinel-2 spatial satellite imagery. Prior to model training, the input
image representation was extracted using eCognition to produce texture, brightness,
shape, and vegetation index. Land cover labeling followed the Land Cover Class in
Medium Resolution Optical Imagery Interpretation document provided by Indone-
sian National Standardization Agency. The training of CNN model achieved 0.98
mean training accuracy and 0.98 mean testing accuracy. As comparison, the same
data and same feature were trained with another model: Gradient Boosting Model
(GBM). The results revealed that the training accuracy and testing accuracy with
GBMs were 0.98 and 0.95 respectively. CNN model showed small improvement of
the accuracy to classify land cover with the image feature (NDVI, Brightness, GLCM
homogeneity and Rectangular fit).
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1 Introduction

Regional land use planning and monitoring remain an issue in many developing
countries such as Indonesia. In the past two decades, both tasks largely depended on
remote sensing technology to capture and analyze remotely sensed data of the region
of interest. Remote sensing is a technology to obtain and analyze information over
the earth. This technology facilitates faster data acquisition and wider data coverage
compared with conventional technology or field observations [1]. The development
of remote sensing technology was followed by the development of digital image
analysis. Wide access to satellite imagery in the past ten years has attracted wide
interest of researchers from various research domains into remote sensing imagery
analytics, such as land cover classification, due to its wide potential applications [1].

Land use classification is a prominent computer vision problem that has gained
wide research interest for many years. The challenge in addressing this task is how to
duplicate human abilities in image understanding, thus the computer could recognize
an object like a human. The advent of deep learning [2] in the past decade coupled
with wide availability of satellite imagery and GPU computer server have regained
research interest on satellite image analysis. These studies resulted in a plethora of
proposed models available in literature. Many of the previous studies have reported a
great result of deep learning model for satellite image analysis. One of the models that
have been widely adopted is convolutional neural network (CNN) which is designed
to imitate the image recognition system on human visual cortex [2]. To achieve
such objective, the CNN model was designed as a hierarchy of convolutional and
pooling layers and a fully connected layer (FCL) [3]. The hierarchical structure of
CNN makes it possible for the model to learn hierarchical feature of the input data.
In remote sensing image analysis, another critical factor for CNN performance is
satellite image features.

The feature of satellite imagery can be divided broadly into two feature cate-
gories that represent: low-level objects and high-level objects. In the past decade,
many research works mainly focused on classifying individual pixels or objects by
identifying low-level local image features [4], such as color histogram [5]. Although
having been widely used for satellite imagery classification, low-level local image
features only represent object’s local features such as color, shape, and texture. Con-
sequently, the classifier can merely classify low-level objects, e.g. road, and soil [6].
On the other hand, land cover imagery requires to recognize multiple and more com-
plex objects such as settlement, forest, water body and bare land. For that purpose, the
feature of land cover imagery, therefore, should represent a wide range of objects.
This requirement brought about the need of a method to extract various features
automatically from a satellite image. The study by [2] claimed the strength of deep
learning model was its ability to learn hierarchical feature from input data. Convo-
lutional neural network (CNN) model is one of the deep learning models which is
capable to perform such ability.

Despite many studies have proposed CNN model for land cover classification, to
the best of our knowledge, little have been said on the use of spectral satellite image
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as input. Therefore, the objective of this study is to build a CNN model as land cover
classifier using Sentinel-2 satellite imagery as input.

2 Literature Review

2.1 Convolutional Neural Network Model

Convolutional Neural Network (CNN) is a term referring to a neural network model
which has been specifically used to process grid-structured data i.e. two-dimensional
image. Convolutional Neural Network (CNN) is a development of multilayer per-
ceptron (MLP) designed to process two-dimensional data in the image form [1].
Following [2], as a deep learning model, CNN architecture can be built with various
deep structure. Despite its structure depth, the mapping process of input to output in a
CNN model follows several stages. Each stage produces a data representation called
feature maps. The structure wise of each stage consists of three layers, namely con-
volution, layer activation function, and pooling layer [1]. The Convolutional Neural
Network architecture network is showed in Fig. 1.

In general, the first stage in the CNN architecture is the convolution stage uses
a kernel of a certain size. The number of kernels used depends on the number of
features produced. The second stage is the activation function; this function usually
uses the ReLU activation function (Linear Unit Rectifier). Subsequently after passing
the activation function, the process goes through the pooling process. This process
is repeated several times until a sufficient feature map is obtained to proceed to the
fully connected neural network [2].

The effective way to classify high resolution images by combining deep features
and image objects has gained wide research interest. For example, a study reported by
Zhao et al. [7] proposed a method utilizing deep CNN framework to automatically
extract robust and discriminative features for the classification of complex urban

Fig. 1 A typical CNN achitecture. Source [2]
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objects (such as building roofs and cars). However, the study has no access to the
contextual information at the global level.

Kussul et al. [8] presented the use of CNN to reach the target accuracy of 85% for
major crops (wheat, maize, sunflower, soybeans, and sugar beet). This study became
a foundation for further operational use of remote sensing data within Sentinel-2
imagery.

Zhu and Newsam [9] demonstrated that land use classification is possible using
high-level image features extracted using CNNs from geo-located ground-level
images. The framework showing that high-level, semantic image features extracted
using pre-trained CNN models generalize well to related problems.

Yang et al. [10] investigated the use of different encoder-decoder structures of
CNN based on SegNet for the pixel-wise classification of land cover based on aerial
images and derived data. The experiments have shown that an ensemble of CNN
having different architectures and using different input data achieves the best perfor-
mance with an overall accuracy of almost 86% for eight land cover classes (building
(build.), sealed area (seal.), bare soil (soil), grass, tree, water, car, etc.). Kampffmeyer
and Jenssen [11] proposed revision of a convolutional neural network architecture
for urban remote sensing image segmentation trained on data modalities which are
not all available at test time.

Suzuki et al. [12] proposed a Convolutional Neural Network (CNN) which
mimics professional interpreters’ manual techniques. With the proposed CNN, K.
Suzuki shows that the multi-modal CNN works robustly and gets more than 80%
user’s accuracy. A novel Deep Learning architecture to leverage PAN and MS
imagery for land cover classification has been proposed by [13]. The proposed
method, MultiResoLCC, consists of a two-branch end-to-end network which extracts
features from each source at their native resolution and lately combines them to
perform land cover classification at the higher-resolution single-band panchromatic
PAN resolution.

2.2 Convolutional Layer

Convolution layer is a layer in CNN architecture that performs a convolution opera-
tion on the output of the previous layer. This layer is the main process underlying the
CNN architecture network. Convolution operations are operations on two functions
of real value arguments. This operation applies the output function as a feature map
from the input image. This input and output can be seen as two value arguments [2].
Convolutional operation can be seen in Eq. 1.

s(t) � (x ∗ w)(t) �
∞∑

a�−∞
x(a)w(t − a). (1)
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where: s(t) � function as a result of convolution operation; x � input; w � weight
(kernel). The function s(t) provides a single output in the form of a map feature. The
first argument is the input (x) and the second argument (w) is the kernel or filter.
When input as a two-dimensional image, it can be said t as a pixel and replace it with
i and j.

3 Research Method

3.1 Study Area and Data

The test site for this study is Semarang area, Central Java, Indonesia. This area
is selected for the following reasons: (1) Cloud covers of the observed area (2)
Characteristics of geography and topography of Semarang area represent the land
cover class analyzed in this study (3) It is one of the cities in Indonesia where
the population growth and the development of the city has caused the increase of
land requirement. Such reasons make regional land use planning and monitoring are
crucial.

The Sentinel-2 satellite imagery was retrieved through web site with URL https://
earthexplorer.usgs.gov/. The data was acquired on August 27, 2017, at 14:55:47 with
the cloud cover in the observed area at 8.49%, Sun Zenith Angle Mean (average sun
exposure in the observation area in vertical angle) � 29.93 and Sun Azimuth Angle
Mean (average sun exposure in the observation area in horizontal angle) � 55.98.
The image acquired was not in the rainy season, with high exposure of sun, dry and
very low humidity.

The main land cover classes for this study were based on the Land Cover Clas-
sification of SNI 7645: 1: 2014 National Standardization Agency of Indonesia and
National Standardization Agency of Indonesia for Land Cover Class in Medium
Resolution Optical Imagery Interpretation consisting of: (1) primary dry forest, (2)
secondary dry forest, (3) planting forest, (4) grassland, (5) settlement, (6) water body,
and (7) bare land. These land cover classes were used in this study.

The Sentinel-2 is used for the following reasons: (1) This satellite image has
13 bands obtained from the MSI (Multispectral Imager) instrument, (2) Temporal
resolution of Sentinel-2 is 10 days performed by one satellite and 5 days performed
with two satellites that will make large amounts of observational data produced. This
satellite has spatial resolution from 10 to 60 m. The satellite image is composed of the
following bands: 4 (red), bands 3 (green), bands 2 (blue), bands 8 (Near-Infrared) and
bands 11 (SWIR, Short-Wave Infrared). The band 4 is useful for identifying types of
vegetation, soil and urban features; band 3 provides excellent contrast between clear
and turbid (muddy) water; band 2 is useful for land and vegetation identification,
forest type mapping, and to identify human-made features; while band 11 is useful
for measuring soil moisture and vegetation, and it provides good contrast between

https://earthexplorer.usgs.gov/
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Fig. 2 False color image fusion result (band 4, 3, 2) of the Sentinel-2 satellite imagery for Semarang,
Central Java, Indonesia

various types of vegetation. Figure 2 shows false color image fusion result (band 4,
3, 2) of the Sentinel-2 satellite for Semarang, Central Java Province, Indonesia.

3.2 Land Cover Classes

The main land cover classes for this study were based on the Land Cover Classifica-
tion of SNI 7645: 1: 2014 National Standardization Agency of Indonesia and National
Standardization Agency of Indonesia for Land Cover Class in Medium Resolution
Optical Imagery Interpretation. The Land Cover Classification of SNI 7645: 1: 2014
National Standardization Agency of Indonesia was compiled based on the UNFAO
(Food and Agriculture Organization of the United Nations) land cover classification
system and ISO 19144-1—Geographic Information—Classification Systems—Part
1: Classification System Structure ISO 19144-1. Following [14], definition of each
land cover classes and its image features in this study can be summarized in Table 1
as follows.
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Table 1 Land covers definition of each land cover class

Land cover class Definition Image features

Primary dry forest The primary dry forest is
characterized by the presence of
dark green objects (in bands 8,
4, 3), tends to dark and coarse
texture with clustered tree
canopy. There are no logged
marks

1. Color (band 8, 4, 3)
2. Hue
3. Texture
4. Shape

Secondary dry forest The primary dry forest is
characterized by the presence of
dark green objects (in bands 8,
4, 3), tends to dark and coarse
texture with clustered tree
canopy. There are logged marks

1. Color (band 8, 4, 3)
2. Hue
3. Texture
4. Shape

Planting forest Green (on the bands 8, 4, 3).
Neatly arranged and have a
certain pattern

1. Color (band 8, 4, 3)
2. Hue
3. Texture
4. Shape

Grassland Characterized by thin lines of
very fine textured vegetation in
moss green (on the bands 8, 4, 3)

1. Color (band 8, 4, 3)
2. Hue
3. Texture
4. Shape

Settlement Characterized by a group of
dense building patterns in urban
settlements and sparse building
pattern in rural settlement. The
road network looks solid

1. Color (band 8, 4, 3)
2. Hue
3. Texture
4. Shape

Water body Objects are indicated by the
existence of light blue area,
whitish blue or black (on bands
8, 4, 3) covering a fairly wide
area

1. Color (band 8, 4, 3)
2. Hue
3. Texture
4. Shape

Bare land Objects (in bands 8, 4, 3) are
characterized by pink to dark red
area sometimes brown,
depending on the content of the
soil material, and white when the
material is composed by lime

1. Color (band 8, 4, 3)
2. Hue
3. Texture
4. Shape

Source [14]
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3.3 Feature Extraction

In this study, feature extraction of satellite image was implemented using eCognition
software in several steps (see Fig. 3). First, eCognition implemented polygon-based
segmentation to divide image into a number of segments/objects based on pixel
similarity. This process was implemented by means of fuzzy logic that allowed the
integration of a broad spectrum of different object features, such as spectral values,
shape, and texture [15]. In this study, multi-resolution segmentation technique was
applied to sequentially combine pixels with similar values into an object.

Next, image features were extracted from each segment to represent the associ-
ated land cover class. The extracted features are namely: Color, Hue, Texture, and
Shape. Finally, each of the extracted features were transformed using eCognition to
produce another set of features namely: NDVI (Normalized Difference Vegetation
Index), Brightness, GLCM (the Gray-Level Co-occurrence Matrix) homogeneity,
and Rectangular fit. Among the extracted features, NDVI (Normalized Difference
Vegetation Index) is widely used as vegetation index due to its simplicity but effective
for quantifying green vegetation. The NDVI value is calculated using the following
equation [16].

Fig. 3 Feature extraction
process Begin

Segmentation 
result (using 
eCognituon)

Feature extraction

NDVI, b rightness, rectangular fit, 
GLCM homogeneity, 

End

Change feature extraction inton csv 
file
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N DV I � (B08 − B04)

(B08 + B04)
(2)

3.4 The Classification Process with CNN Model

The process of land cover classification can be represented by Fig. 4. In general, the
process comprises of the following main steps: loading data from hard disk, data
splitting into training and testing dataset, training CNN model, and evaluating model
performance.

The main layer of a CNN architecture used in this study has the following formats:
Conv1D (filters � 10, kernel_size � 2, activation � ‘relu’, input_shape � (1, 4),
padding � ‘same’)) whose parameters and its meaning are:

1. filters � 10 is an output dimension (number of output filter in a convolutional).
2. kernel_size � 2 is the length of convolutional window.
3. activation � ‘relu’, activation function for Rectified Linear Unit (relu). ReLu

does not activate negative input.
4. input_shape � (1, 4) is the shape of input vector.
5. padding � ‘same’ produces padding input, therefore output has the same length

with the original input.
6. Epochs � 5000 is the number of times the entire dataset is passed through a

neural network [1].

k-Fold Cross-validation (k is a constant) is a method to evaluate performance
of a classifier model by first splitting the input dataset randomly into k partition.
This method works in the following steps. First, the dataset is randomly split into k
partitions. Second, for each unique partition, allocate the partition as a testing dataset
and the remaining partitions as training dataset. The training dataset is used to fit
or testing the model followed by evaluation using the testing dataset. This process
is repeated k-times until each partition is used as testing dataset and the remaining

Raw data
(csv format)

Loading data using 
Pandas (Phyton 

library)

Data in 
Numpy
matrix

Data splitting 
(N-Fold Cross 

validation)

Training
dataset

Training CNN 
modelCNN modelAccuracy (confusion matrix)

Fig. 4 Training process of the land cover classification model
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partition as training dataset. Compute the average performance metrics as model
performance measure [16, 17].

This study used supervised approach. Creating training samples from input image
is a semi-automatic process. First, each segment/object resulted from segmentation
process is represented by features (NDVI, Brightness, GLCM homogeneity and Rect-
angular fit). Next, compare each individual segment with the standard object in the
Indonesia Thematic Map published by the Ministry of Forest and Environment 2017
for the study location to obtain a theme/class for each segment [18]. Final result of
this process is a labeled dataset for training a classifier.

4 Research Result and Discussion

Image segmentation process using eCognition produced 2,072 segments/objects.
For each segment as input, eCognition further produced features that represent each
segment. Next, a semi-supervised process used to set out label for each segment.
Finally, the overall labeled dataset was used to train classifier model supervisedly
using Root Mean Square Error (RMSE) as objective function. In this study, K-Fold
cross-validation is used to measure performance of two models namely: boosted tree
gradient and Convolutional Neural Network (CNN) models. Model performance was
measured using training, testing accuracy, producer accuracy and user accuracy.

Producer’s accuracy is metric that measures accuracy of the map maker’s (pro-
ducer) view. The value can be interpreted as how often the real features in the field
are correctly displayed on the classification map or probability of the certain land
cover can be classified correctly. Producer accuracy was computed from the amount
of reference data classified accurately and divided by the total number of reference
data for a class. On the other hand, user accuracy is a metric that measures accuracy
from the user’s view, instead of mapmaker accuracy. The value of user accuracy
(reliability) measures the proportion of the class on the map was actually present in
the field. User accuracy was computed by taking the total number of correct classifi-
cations for a particular class divided by the total value of predictive data for a class.
Table 2 shows user’s and producer’s accuracy of the model training.

The result of model performance evaluation of the training process was summa-
rized in a confusion matrix (see Fig. 5). As can be seen in Fig. 5, the training accuracy
is 0.984 in which it measures proportion of the training data classified by the trained
model correctly.

As can be seen in Figs. 5 and 6, the training accuracy and testing accuracy of
CNN model were 0.984 and 0.98, respectively. Producer accuracy showing how
often the real features in the field were correctly displayed on the calcified map
or probability of land cover was classified correctly. Whilst, user accuracy showed
how often the class on the map will actually be present in the field (reliability). As
can be seen in Tables 2 and 3, the model achieved high training and testing user
accuracy and producer accuracy. It can be concluded that the trained model achieved
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Table 2 User and producer
accuracy of CNN training

Land cover class Producer accuracy User accuracy

Primary dry forest 153/157 � 0.975 153/153 � 1

Secondary dry
forest

147/150 � 0.980 147/152 � 0.9671

Planting forest 147/150 � 0.980 147/150 � 0.980

Grassland 245/251 � 0.9761 245/252 � 0.972

Settlement 165/165 � 1 165/165 � 1

Water body 224/233 � 0.9614 224/230 � 0.974

Bare land 446/446 � 1 446/450 � 0.991

Fig. 5 Confusion matrix from CNN training
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Fig. 6 Confusion matrix from CNN testing

Table 3 User’s and
producer’s accuracy of model
testing

Land cover class Producer accuracy User accuracy

Primary dry forest 50/50 � 1 50/50 � 1

Secondary dry
forest

50/51 � 0.980 50/50 � 1

Planting forest 46/48 � 0.958 46/49 � 0.939

Grassland 84/88 � 0.955 84/84 � 1

Settlement 53/54 � 0.981 53/54 � 0.981

Water body 73/75 � 0.973 73/76 � 0.961

Bare land 146/146 � 1 146/149 � 0.980

high performance for land cover classification task or achieved a high probability to
classify land cover correctly.

The results of classification reveal high accuracy when it classified land cover
using CNN with the image features (NDVI, Brightness, GLCM homogeneity and
Rectangular fit). Furthermore, this study examines the method employed by another
artificial method.
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Fig. 7 Confusion matrix from GBM training

Gradient boosted tree model was used as a comparison model. The gradient boost-
ing (GBMs) is a machine learning technique for classification problems. GBM is an
extremely popular machine learning algorithm that has proven successful across
many domains [19]. Figures 7 and 8 show the confusion matrix for GBM training
and testing process. As can be seen in Figs. 7 and 8, the training accuracy and testing
accuracy were 0.98 and 0.951, respectively.

In compare to GBM model, CNN model showed small accuracy improvement to
classify land cover with the image feature: NDVI, Brightness, GLCM homogeneity
and Rectangular fit.

5 Conclusion

Regional land use planning and monitoring remain an issue in many developing
countries such as Indonesia. Despite many proposed models have been reported
from previous studies, the task remained a challenging problem. The advent of deep
learning models and wide availability of satellite imagery in the past decade has
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Fig. 8 Confusion matrix from GBM testing

motivated many researchers to adopt deep learning model to address land cover
classification problem.

This study presented the results of land cover classification using Sentinel-2 satel-
lite imagery as input, CNN model as the classifier, and Semarang area as the location
for this study. The results showed that CNN model achieved high performance for
classifying image objects dataset using 4 features namely: texture, brightness, shape,
and vegetation index.

In this study, the input image was Sentinel-2 satellite imagery. eCognition was
used as a tool to do the following tasks: (1) segmentation of input image into a
number of polygon-based segments, (2) extract Color, Hue, Texture, and Shape as
feature of each segment, and (3) transform the extracted features from each segment
into NDVI, Brightness, GLCM homogeneity and Rectangular fit. A semi-supervised
process was implemented to set the land cover class for each segment. Given a set
of image segments represented by a set of features and a set of land cover classes
associated by each segment, a deep learning model such as CNN can be trained
supervisedly as land cover classifier. Hence, in principle, this method can be adopted
to train land cover classification model at any location given availability of Sentinel-2
satellite imagery for the location of interest and availability of thematic map standard
published by local government to determine land cover class for each segment.
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The future research works will include exploration of the other deep learning
models to address the problem and extracting more satellite imagery features from
other area with suitable land cover classes that fit to the area of interest.
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Using the Game Engine in the Animation
Production Process

Artur Bąk and Marzena Wojciechowska

Abstract The latest animated films from major studios, such as Pixar and Disney,
make a great impression, but not everyone is aware that the production process
of such films absorbs the work of hundreds of specialists, and their budgets often
exceed hundreds of millions of dollars. The way of creating these films has not
changed for decades, and the quality and realism, both constantly improving as the
audience needs, are achieved by constantly increasing the resources of both human
and computer power. Thanks to the recent advances in hardware technology, in
particular graphics cards, as well as the development of game engines oriented not
only on programmers, but also on artists, ideas appeared for their use to optimize the
traditional pipeline in animated film production. This paper describes the traditional
production pipeline with factors causing its high costs, the concept of its optimization
by game engine together with the latest practical examples and describes the most
important challenges of this new trend.

1 Introduction

Both the production of advanced computer games and the production of animated
films have one common goal, which are high quality synthetic 3D video sequences.
Although it seems obvious that both cases can be realized in a similar way, there
are significant differences that make it not so easy. The game requires real-time
graphics rendering, and its quality is not always a priority, whereas an animated
movie usually requires high-quality graphics that can be generated offline. Initially,
in previous decades, game engines were designed to provide a flexible environment
for game production by implementing a compact set of functional modules (such
as Physics, Artificial Intelligence or Lighting). Unfortunately, most of the work had
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to be still done by programming, and the low quality of the graphics in real time
was unacceptable in the film domain. Gradually in the last few years, professional
graphics editing tools have been introduced to game engines [1, 2], so they can also be
used by artists without programming skills. Additionally, the computing efficiency of
the latest hardware has been dramatically increased, enabling high-quality graphics
in real time. All these factors have led to intense research and practical attempts to
use game engines in the production process of animated films.

The following chapters present a brief description of the traditional animation
production pipeline, the concept of the game engine as an integrated environment
for game developers, and then the use of such engines for the production of films,
indicating the advantages and disadvantages of such a solution. Also presented are
recent cases of using game engines to create high-quality animations. Finally, there
is a discussion summarizing the most interesting aspects and challenges based on
conclusions reported by experts in this field.

Related work The use of game engines in the production of animated films is a
relatively new field in which the first serious achievements were published no earlier
than in 2016. For this reason, there have been few papers describing this new trend.
One of them is work [3] describing the production process of the Fortnite teaser, in
which Unreal Engine 4 [1] was used. It mainly describes the differences between
using real-time and the traditional approaches observed during this process. In turn,
the article [4] summarizes real-time perspectives mainly on the basis of reports
published by existing creators trying this technology in films. Our work differs from
both because it describes the general approach of using real-time in animated movies
without focusing on a particular engine and presents conclusions regarding a new
trend gathered by experts from key companies providing real-time technology and
those trying to use this technology in film production.

2 Traditional Animation Production Pipeline

The standard approach for production of animated films is based on a linear process
similarly as in many other manufacturing industries, where subsequent production
phases are carried out sequentially. In such a process each successive phase depends
on the results of the previous one and can usually be started when the previous one
is completed. In very simplified terms, the whole process can be divided into the
following stages: pre-production, production and post-production. A more detailed
description can be found in the literature [5], while this chapter presents a short
summary of these stages, their mutual dependencies and the major disadvantages
and difficulties that result from such an approach.
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2.1 Pre-production

The pre-production phase is a set of defined actions aimed at developing the film con-
cept and assumptions for its editing. Mainly popular graphics tools such as Photoshop
are used here. The individual results of the post-production phase include:

Shooting script—being a summary not differing from the script of the feature film.
It is often possible to estimate the initial cost of the created movie.

Visual concept—based on determining how realistic the world should be created and
how its elements should be matched. The concept must be adapted to the story and its
mood. Among other things, it determines lighting, virtual camera behavior, movie
speed, and animation style. The existing film references are often used (graphics,
comics or games). In this phase, the creative process for artists is also developed,
suitable for achieving satisfying results. At this stage, it is possible to estimate a more
accurate delivery time and a more accurate production budget, as well as to optimize
them.

Storyboard—which is a series of drawings illustrating the artistic concept of the
film and can be treated as the initial information for all departments working on the
animation, on the basis of which they can assess their role in production. It is also
the breakdown of the scenario into the prime factors, in order to achieve the intended
goal, for example a night-time scene does not require many details of the set design,
while the character approximation requires more details of the characters’ faces.
At this stage a short story is created and the rhythm, appropriate tension, camera
settings and movements are defined. There are also defined colors, lighting and a
composition showing the space on which story takes place. Cuttings between scenes
are also planned to establish editing assumptions.

2.2 Production

In this phase, the target characters, objects, animations and additional visual effects
are modeled. In a traditional production stream animations are made for a specific
camera view, and only what is visible is rendered. Modeling takes place in 3D tools
such as 3ds max, Maya, Houdini or Z-Brush, while the final scene is assembled
in one of them (e.g. in 3ds max). Stilomatics and animatics prepared in tools such
as Adobie Premiere or Adobe AfterEffects are useful. The final scenes are rendered
using tools such as V-Ray in the form of layers (separately human figures, reflections,
atmospheric effects, etc.) and assembled in tools such as Nuke, Fusion or Adobe
AfterEffects. The individual results of the production include:

Stilomatic—uses drawings prepared for a storyboard and is used to present a project
for stakeholders and collaborators in the project.

Animatic—being a preliminary version of the film in the form of the successive
storyboard sections. It determines the tempo and mechanics of production, and is



212 A. Bąk and M. Wojciechowska

a guide to what is supposed to happen and determines the final length of the film.
Animatics verify the assumptions of the pre-production storyboard. Usually, there is
no need to perform full animation here, but only for the necessary parts to make it
possible to synchronize, position and move throughout the movie. After the approval
of the animatics, the production of the final animations begins.

Soundtrack—includes preliminary dialogs to measure and adjust timing, synchro-
nization and emotional planning. Combining them with animatics allows for veri-
fying their quality—whether they are well-written, whether there are too many of
them, or sound natural.

Modeling—creation of 3D models of characters, designing of character movements,
creation of sets and scenography models, face design with effects related to its expres-
sion and lip synchronization.

Lighting—affects all elements and production aspects of animation, from giving the
film a climate, and ending with costs. Determining the appropriate texture of the film
allows for creating depth, atmosphere and mood.

Compositing—combining all elements of animation and effects in the final image,
including depth of field, motion blur, atmospheric effects and shadows.

2.3 Post-production

Post-production is the last phase in which all elements are combined. Working sound-
tracks are replaced by target and final rendering begins. Ideally, the synchronizations
are closed and the animatics are replaced by the final recordings. There may be cor-
rections to remove or swap shots. In addition, a color correction is carried out, which
in the simplest form is the color alignment between the shots and the unification of
the colors so that the color continuity occurs. The basic determinants are: character’s
skin, sky blue, green grass and other objects or characters that should be uniform
throughout the movie.

2.4 Main Drawbacks of the Linear Approach

Although the linear approach to making movies has been successfully used for
decades, even in the top animated films of leading filmmakers such as Disney and
Pixar, it has a number of disadvantages, through which the production of high qual-
ity films is very expensive and time-consuming. As a result, high-quality full-size
animated films require very large resources, and budgets often exceed hundreds of
millions of dollars. The most important factors that affect it are that each earlier phase
must be completed before the next phase and the use of different tools in different
phases. This means that mistakes made in earlier phases and detected in the next
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Fig. 1 Refraction effects rendered with different ray bounce numbers [7]

phases are very expensive to repair. Creating animated films that are a kind of artistic
work naturally require an iterative approach in which some imperfections or spots
of necessary corrections are detected only when the final effect is seen. As discussed
above, such modifications are extremely expensive to implement. An additional fac-
tor affecting the huge production costs in a linear approach is the use of tools that
are very resource-consuming and require powerful computing power to achieve the
required quality. This is related to very demanding algorithms in the field of lighting
and rendering, such as ray-tracing, ambient occlusion where the quality and sense
of realism increases with the number of iterations [6]. Depending on the number of
iterations made, it may take several minutes, several hours or even several days to
render a single frame of the movie. Since the target audience’s expectations for top
animated films are huge, manufacturers are doing everything possible to make the
quality the best. An example of the influence of the number of samples for the refrac-
tion effect is shown in the Fig. 1, and a more detailed description of the algorithms
for the example shown can be found in [7].

An example of the high-budget production of the animated film is “Coco” pro-
duced by Pixar Animation Studios and released by Walt Disney Pictures [8], in which
the budget reached 175 million of dollars.

3 Non-linear Pipeline with Real-Time Game Engine

One of the solutions to the inconveniences of the traditional linear process is the use
of a computer game engine. In this section, a general conception of the game engine
is presented as well as the method of its use in the production of animation, as well
as the advantages and disadvantages of using such a solution.

3.1 The Concept of the Game Engine

Originally, the game engines were designed to accelerate work on the production of
2D and 3D games, providing an integrated environment with re-usable components
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for graphics, animation, physics, music and special effects. Using the game engine,
the developers did not have to implement everything from the scratch for each new
game, and creating games became faster, cheaper and more profitable. In the first
period, that is from the nineties to the first decade of this century, game engines were
mainly used by programmers. Game assets such as character models, animations and
special effects were created by artists, but rather with the use of external 3D tools,
after which they were loaded from the source code of the game. Already at that time,
graphic game editors were used, which were mainly used for simple tasks such as
setting objects on the scene and possibly defining the places of the scene in which
the player encountered certain events during the game (so-called Action Triggers).
Everything, however, has changed dramatically in the last decade. Current game
engines contain very rich game editors that are more artist-oriented. They also have
integrated tools for modeling geometry, animation, special effects, physics or even
procedural generation of the world [1, 2]. By the use of visual scripts, the game can
be created entirely by designers and artists without writing a single line of code, as
in the case of blueprints in Unreal Engine 4. The efficiency and flexibility of modern
engines have made them used in areas other than computer games, everywhere where
there is a need to use advanced 3D visualization with the potential need for interaction
with the user. An example may be the production of animated films described here, as
well as Augmented Reality, Television Broadcasting or various types of simulators.

3.2 Game Engines in Generating Animations

The main advantage of the game engine is the generation of a smooth sequence of
high quality 3D frames in real time [9, 10]. In addition, it allows for easy change of
the scene configuration (setting objects, textures, lights or cameras), where the view
after changes is obtained almost immediately. These are very useful functions that
eliminate many drawbacks of a linear production process.

Professional animation creators from leading companies differently identify the
concept of real time in generating animation [3], namely as generating frames at a
speed of at least 24 frames per second or as generating frames at a constant speed
providing plausible realism. Another definition of real time allows lower frame-rate
in generating frames (a few frames per second or even a few seconds per frame),
but it allows for direct user interaction with playback or quick editing of the scene
configuration. Regardless of the differences in real-time interpretation, it can be
assumed that game engines are able to meet these assumptions.

The traditional linear pipeline of creating animated films contains many steps
from the process of creating a concept to the final rendering. Optimizing this process
with the use of a game engine does not eliminate these steps, but only changes the
way they are implemented. Many tasks can be carried out simultaneously, and the
improvement of those already completed can be performed without a large overhead
on the whole production process. A an opposite to the traditional linear process, this
approach will be called as non-linear one.
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3.3 Non-linear Pipeline Benefits

The non-linear pipeline benefits are widely described in [3, 4, 11], and the most
significant of them are listed below.
Interactive creative process with ease of editing and fast output Usually, all assets
of the rendered scene have their representation directly in the engine, namely objects,
figures, animations, lighting, special effects and elements of post-production. Artists
can edit everything through a convenient graphical interface and get almost instant
visualization of the result after the changes. This allows for quick iteration, and it is
commonly accepted that more iterations usually lead to better results.
Earlier creative decision making In the general case, errors or corrections in the
early phases (such as scenarios, storyboards or animatics) in a traditional linear
pipeline are very expensive if they have to be handled in the later stages of production
or post-production. In a non-linear pipeline, some of the work from pre-production
and early production (e.g. animatics) can be implemented in the game engine, and the
results are automatically applied in the later phases. In most cases, the pre-production
and production phases can be carried out simultaneously. This causes that both artists
and directors can see the almost final effect very quickly. This greatly facilitates key
decisions and makes the entire production process more efficient.
Reduced production time Taking into account the aforementioned advantages of
using engines, among others the possibility of parallel work of various departments
over tasks from different stages of the process, the total production time is signifi-
cantly shortened, which has a positive impact on the required budget of the project.
Reusable assets and brand consistency Very often, assets created in animated
films are recreated for the needs of advertising materials, marketing, accompanying
computer games, use on interactive websites, including digital television, Augmented
Reality or Virtual Reality. Because game engines are currently used for most of these
purposes, it is easy to create a consistent and integrated environment, using the same
resources and ultimately to optimize the costs of the entire business around the movie.

3.4 Disadvantages of Using the Game Engine

The use of non-linear process and generation of frames in real time has many advan-
tages over the traditional approach, but one of the most important drawbacks is still
the quality. In the traditional approach with multi-million budgets, the most effective
algorithms are used that give the highest possible quality without worrying about gen-
erating time. In real-time solutions, the most important factor is the speed of frame
generation, which is why many simplifications are used in the algorithms used. This
causes the need for a compromise between the quality of the result and the speed
at which it was obtained. Thanks to the huge advances in the field of hardware and
methods, the quality difference between approaches is constantly decreasing, but the
fact is that it still exists.
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4 Examples of Practical Applications

Although the concept of using game engines for serious animation production is rel-
atively new, several films have been created, the quality of which can be compared
with the best high-budget productions realized by companies such as Pixar and Dis-
ney. However, they have absorbed much less time and resources, and even relatively
small production studios are able to implement them, provided they have the right
skills.

4.1 GIFT

The “GIFT” project is one of the first attempts to use the game engine to produce
high quality animated film [11]. For this purpose, the Unity engine [2] was used,
which in this case was only a part of the process used mainly for the rendering
of the configurable scene and the implementation of specialized shaders, leaving
many elements of the traditional pipeline. However, it was enough to dramatically
increase the efficiency of the process and the estimated reduction in production time
by 20–30%. An exemplary film frame is shown in the Fig. 2 most on the left.

4.2 Fortnite

Epic company created a short animated film that was the teaser of one of their
games, in which they used the Unreal Engine 4 engine. The whole movie consists
of six sequences, each composed of 130 individual shots played at 24 frames per
second. The production lasted 20 weeks and was carried out by a team of 5 to 20
people depending on the occupancy at the given stage. A detailed description of the
process is presented in [3], and an exemplary film frame is shown in the Fig. 2 in the
middle.

Fig. 2 Sample frames from movies rendered in real-time
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4.3 Zafari

Zafari is the first animated television series created using the Unreal Engine 4 engine
[12]. The aim was to create near-pixar look at television budgets and television
speeds. The game engine was used here for lighting, effects and rendering, but the
operation of the composition was not needed. The frames were generated at about
3 frames per second, and the process of generating a complete episode took from
3 to 4 h. The same result using a traditional farm render could take many days. An
exemplary frame is shown in the Fig. 2 most on the right.

5 Discussion

Analyzing the current possibilities of film production transfer to real-time, it is worth
discussing the most important aspects and challenges that have been identified by
the representatives of the top companies that are involved in this revolution, includ-
ing Pixar, Technicolor, Epic Games and Unity Technologies. This section describes
the attempts of those experts to answer key questions raised during the recent SIG-
GRAPH 2018 conference in the field described [13].
What is the difference in making a game and making a movie? Generally, the
process of “making pixels” is similar, but creating games is more of an engineering
process and assumes a very large contribution of programmers, while the creation
of films is mainly attended by artists. In addition, the process of creating a movie
is more sequential, while in the process of creating games, the phases are largely
carried out in parallel. The other difference is that after the production of the film,
the product is actually finished, whereas the game requires a stabilization process
(improvement of mistakes and satisfaction achieved by the players), which may be
longer than the production process itself.
Why is real-time graphics important for making movies? The use of real-time
in the production of films allows for more experiments and creative decisions in
the development of the scenario, which in turn translates into a greater exploration
of possibilities such as the use of physics and vehicles models used intensively in
games. It also allows for closer contact of directors with experiments and results of
intermediate phases, which ultimately leads to faster achievement of the expected
results.
Does real-time playback make sense in the movie world? The film is mainly a sto-
rytelling which can take different forms. For future generations, the interaction may
be an indispensable element in storytelling, which will make playback in real-time
necessary. In addition, the filmmakers themselves see a lot of interesting impressions
for the viewer in interacting with the movie (e.g. watching a movie on the iPad and
changing the camera view). On the other hand, the director decides how to show
the story to the viewer. When the viewer has the opportunity to change the way the
director has planned, there is a risk that the storyteller cannot tell the whole story.
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Another aspect is the use of stories in alternative media such as broadcasted TV
shows, live action events and other ways for entertaining people in which real-time
playback is essential.
How far the game technology is helpful for film making? Currently, games and
film productions are developing independently, and attempts to converge them should
theoretically lead to a certain breakthrough in which they can “explode” and expand
their capabilities. It is difficult to imagine now all the possibilities that will appear,
because at the moment, apart from a few attempts, these two threads are still in
parallel.
Is real-time adaptation a software, hardware or process problem? Experts agree
that the adaptation of film production to real time applies to all: software, hard-
ware and process. The current quality of graphics in real time, similar to the quality
obtained in a traditional pipeline, would not be possible without the evolution of
NVIDIA cards, such as used in the DGX station [14]. The availability of software,
which in many cases is free and is available to everyone, means there is no limit to do
“cool stuff”. On the other hand, you can not be under the delusion that the real-time
process will solve all problems and will not cause new ones, so the process should
be changed slowly and carefully.
Does the real-time really saves the budget If someone can quickly see something
similar to the final result, as is the case with real-time, it certainly affects the money
savings. It should be noted, however, that artists tend to do things as well as possible.
So with real-time technology, they usually use it to do more iterations, more iterations
usually provide better quality. In this case, the game engine as optimization improves
the quality of the result, not necessarily reducing the time of work and reducing costs.
How real time helps small movie makers? Easy access to real-time technology
makes it easier to create high-quality movies by smaller creators. However, there are
still classic barriers: everyone can make a simple movie, but not everyone is able to
make a product at the level of top directors in the world.
What are the biggest challenges of using real-time in making movies? One of the
most difficult tasks is to achieve convergence between the results of the traditional
pipeline and the one based on real time. For example, how to obtain the quality of ray-
casting from a traditional pipeline in real-time, where some other methods are used.
Of course, the results may be slightly different, they may be noisy but they should be
very similar. As there are more and more hardware and software solutions, another
important challenge is also the selection of the right and the most optimal direction
to achieve maximum accuracy and realism in real time. Another challenge is visual
parity in assets: how to get similar quality of the same asset in both traditional and
real time. For example, for assets in the traditional pipeline, there is no penalty for
too big textures, while in games the speed important, so the Level of Details (LOD)
is used. The important aspect is the ease of adaptation of game technology tools to
various film production pipelines, which may differ significantly among creators.
Regarding compositing, current engines do not have sufficiently ordered methods,
because they are usually not used in compositing games. It is a big field for research
and improvement.
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Will be two versions of the same asset needed? One can imagine that there will
be a need to use different versions of the asset (one for the offline rendering and
the other for realtime), differing in the amount of details. However, considering the
increasingly efficient game engines, the difference between the details handled in the
offline rendering and real-time rendering is getting smaller. For this reason, it can
be anticipated that the same asset with a large amount of detail will be supported in
both cases.
What are the top points in which the game engine can help? As a summary, the
most important factors are following: quick decision making, a quick look at large
environments for decision makers, easy experiments for all project members as a
giant window for creativity.
Is the future of film making in real time? In general, the basic purpose of the
film is story telling. Of course, the artists choose their own preferred techniques of
story telling and the current generation of creators strongly rely on proven traditional
methods. But at the same time a new generation is coming, who will want to do it
in a different way. Current young people, for the moment mostly the recipient of
content, expect greater customization and some sort of gamification in the reception
of both films and television on various devices (e.g. on mobile phones). Here, in turn,
real-time game engines seem to be the optimal solution.

6 Conclusion

We have presented the traditional approach to the production of animated films used
by top companies like Pixar and Disney, as well as pointed out the inconvenience
and factors that make creating high-quality animations require large budgets. We
have also described the new approach of this process by using game engines in
which real-time rendering is to optimize the traditional pipeline, we pointed out the
advantages and disadvantages of such an approach, we showed recent attempts to
use it in practice, and we described its most important aspects and challenges for the
future.

It turns out that the development of hardware technology and software tools,
mainly in the form of modern game engines oriented also to artists, has opened the
possibility of creating high quality animated films with much smaller budgets than in
traditional approaches. Although there are still slight differences in quality, existing
tests confirm that the transformation of animation pipelines towards real-time can
introduce savings in both time and money.

Considering also the current tendency for convergence of various branches of
entertainment, such as the use of the same assets in films, TV broadcast and games,
the nearest trend in film making is to be real-time, interactive and non-linear.
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Visual Keyboards or QR Codes
in an Inclusive School Environment

Vojtěch Gybas, Libor Klubal and Kateřina Kostolányová

Abstract This post is based on previous world studies on the use of iPads in teach-
ing pupils with special educational needs. Previous studies have concluded that the
iPad’s visual keyboard reduces the pupil’s graphical load (compared to the traditional
keyboard of the computer) and positively compensates for partial deficits in areas of
fine motoring. In the form of a pedagogical experiment, we tried to show the impact
of the visual keyboard and QR codes on the work of pupils with an Internet browser
in the inclusive school environment. What is more convenient for a pupil—work-
ing with a visual keyboard or working with QR codes and scanning the destination
Internet address?

Keywords iPad · Safari browser · QR codes · Pupil with special educational needs

1 Introduction

This paper seeks to respond to the current trends in education in the Czech Republic
for pupils in the inclusive environment of ordinary elementary schools, respecting
modern ICT. Using iPads supports the development of literacy skills, provides easy
access to information and is much easier for students with disabilities [1]; using
iPads has helped reduce behavioral problems [2]; while iPads are considered socially
acceptable, which is less stigmatizing for students with special needs [3]. Using
iPads enables teachers to reinforce classroom learning and engage reluctant pupils in
learning processes [4] while developing both weaker and stronger pupils together [5].
Teachers and pupils have quickly found that using iPad is a motivating and effective
learning instruction tool. There are also innovative iPad apps that facilitate learning
and learning for mentally handicapped pupils and demonstrate a greater degree of
independence and positive behavior in the pupils’ educational curriculum [6, 7].
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Waddington et al. [8] reported in his study focusing on using iPads with three
pupils with Autistic Spectrum Disorder that the iPad can be used as a form of com-
munication tool for pupils with limited or undeveloped speech.

Writing on the iPad requires a lesser load on grammoto and facilitates visual and
sensory learning [9]. The vogue concept of writing in the air [10] is relevant here
because we consider the iPad to be a new cultural tool that offers a different kind of
work in space. With iPads, on-screen typing can be converted from a digitally created
artifact to a physical artifact screen on paper, meaning writing is instantly visible and
can also be printed in another tangible form in a few moments. We have confirmed
the benefits of iPads even in of our partial research, when we reached concluding that
the use of the iPad is more appropriate in view of its visual keyboard comparison
with ordinary PCs both for pupils with special educational needs and for seniors.
It is obvious that the iPad and the visual keyboard affect both the whole process of
learning and the reduction in pupil’s grammoto. As is the case when the teacher wants
to make work easier for pupils by creating QR codes. Does that make any sense?

2 Research Design

Pupils with special educational needs in the inclusive environment of the elementary
school participated in a pedagogical experiment that tried to prove the impact of the
visual keyboard relative to the pupil’s graphomotor and at the same time to prove
what is better for the teacher from his own view. Specifically, whether working with
a student’s visual keyboard (input of web address text) is more convenient for pupils
and puts less on their grammatical skills, or it is easier for pupils to work with
read the QR code reader and scan your destination URL. What makes pupils more
comfortable? And what better for a teacher? Create QR codes or let the pupils work
freely?

2.1 Characteristics of the Research—A Pupil at a Special
Elementary School

29 pupils participated in the pedagogical experiment, 7th year (age 13), of which 6
pupils with special educational needs. All 6 pupils have IQ ranging from 50 to 69
points. These pupils have a slight mental retardation (LMR), the remaining pupils are
in the normal IQ band. Within the education system, these 6 pupils are included in the
so-called 3rd level of support measure. The experiment was on the first and last day
of the week, Monday and Friday. Every time in Informatics. Experiment URLs were:

• https://www.seznam.cz/
• https://cs.wikipedia.org/wiki/IPad
• http://androidmarket.cz/ruzne/historicky-vyvoj-tabletu-infografika/.

https://www.seznam.cz/
https://cs.wikipedia.org/wiki/IPad
http://androidmarket.cz/ruzne/historicky-vyvoj-tabletu-infografika/
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All pupils in the class work according to their individual skills with iPads and
with educational applications. During the classroom, difficulties often arise when
the teacher asks for a class to get a class in The iPad has opened a web page. In
there is a problem for a while. Pupils ask for address, cancel, make mistakes from
inattention. Complete assignment one instruction to opening a website takes too much
time. Pupils were continuously acquainted with Safari apps and way of entering a
web address, were also introduced the option to load a QR code through the Camera
application, when you then need to tap your finger on the dialog box, then a web
page appears.

3 Working with Visual Keyboard and Safari Browser

WWW address 1: www.seznam.cz—first pupils were invited to input of the first
web address. The assignment from the teacher was to open the “list.cz” page via the
Safari web browser, and the lecturer wrote it on the blackboard. Pupils must unlock
iPad, launch Safari, and open a web page. Teacher with the assistant subsequently
measured the times of individual pupils. Measurements were run on the iPad, at
application Clock, form: split times. The resulting time for individual pupils was
then counted.

IN first group (pupils without LMR)—4 pupils wrote “list”, then entered “open”
and then selected from “seznam.cz” offers. 19 pupils wrote straight “seznam.cz” or
“www.seznam.cz”. IN of the second group (pupils with LMR)—4 entered “list”,
then “open”. Then they chose from “seznam.cz” offers. 2 pupils had problems, they
entered the wrong word. Instead of the “list” they entered the “list”, respectively.
“Zesnam”. Therefore, in could not find the address. The teacher had to help these
two students. The opening of this website had only one goal. Verify pupils’ readiness
for the job, as this was only the home page of the Czech web portal (Fig. 1).

WWW address 2: https://cs.wikipedia.org/wiki/IPad—When you enter this URL,
pupils are advised to carefully copy the text. Only then will the web page appear
properly. The teacher wrote the web page again on the blackboard. Even though the
URL was written on the whiteboard, the pupils had questions: what was the address?
How did you say it?, etc. It was obvious that the address was already more complex.

The first group (pupils without LMR)—5 pupils knew the wikipedia portal. That’s
why they wrote wikipedia.cz, then searched for the word iPad. 18 students scanned
the whole address. They were slower than a group of 5 pupils.

The second group (pupils with LMR)—there was already a greater time load,
especially with by typing “:”, “/”. Manipulating with individual characters make the
pupils the biggest problem. The address eventually managed everyone, but the first
group had to wait for them (Fig. 2).

http://www.seznam.cz
http://www.seznam.cz
https://cs.wikipedia.org/wiki/IPad
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Fig. 1 The speed of opening 1. Web addresses

Fig. 4 The speed of opening 1. URLs using QR code

WWW address 3: http://androidmarket.cz/ruzne/historicky-vyvoj-tabletu-
infografika/—again the same procedure. The teacher said the address they were
looking for and wrote it on the blackboard.

The first group did not know the address. They could not guess what they could
write and what to look for, so it was obvious that all 23 students fairly described
the entire address. As a result, the resulting time was based only on how quickly the
pupils managed to write the address.

The second group—there was a longtime lag. Switching the keyboard to characters
and back to letters has been a problem for 4 pupils who eventually managed to address

http://androidmarket.cz/ruzne/historicky-vyvoj-tabletu-infografika/
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Fig. 2 Speed of opening 2. Web addresses

Fig. 3 Speed of opening 3. Web addresses

the address with using a teacher assistant. 2 pupils managed to copy the address
themselves (Fig. 3).

4 Work with QR Codes and Camera App

The teacher will display the first QR code—www.seznam.cz and ask the pupils to
scan it for the iPad, and the pupils have to display the webpage that the code will
offer.

The first group—21 pupils manages independently, without any problems and
very quickly. 2 pupils instead of scanning the code took a photo, so they pressed the

http://www.seznam.cz
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Fig. 5 Speed of opening 2. URLs using QR code

Fig. 6 Opening speed 3. URLs using QR code

camera’s shutter button. They then ask the teachers that nothing is displayed. Teacher
helps, restarts the Camera application again. Pupils now do not miss it.

The second group—all 6 pupils took a photo. So, no webpage appeared. Teacher
and teacher assistant respond very promptly, launching Camera again. This is all
without a problem and very quickly this time. The resulting time is higher (Fig. 4).

Teacher now displays the second QR code for the https://cs.wikipedia.org/wiki/
IPad webpage and asks the students for the same task.

The first group—again scans, all pupils without any problem and very quickly.
The second group—4 pupils scan. Seamlessly. 2 pupils are asked whether or not

again in the same way as in previous case. The teacher responds and answers. Pupils
scan. Seamlessly. But due to the query with higher time lag (Fig. 5).

Teacher Shows QR Code with web site http://androidmarket.com/ruzne/
historicky-vyvoj-tabletuinfografika/ and asks students to scan.

The first group—scans, without any problems, very quickly.
The second group scans, without any problem or query, very quickly (Fig. 6).

https://cs.wikipedia.org/wiki/IPad
http://androidmarket.com/ruzne/historicky-vyvoj-tabletuinfografika/
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5 Conclusion

From experimental investigation, we can assume that working with QR codes
reduces the load on the pupil’s graph. Compared to working on the visual keyboard,
it’s clear that QR code scans are faster than writing the URL itself. There are no
unnecessary organizational problems when the pupil does not understand the task. QR
codes simply scan and continue to work. Pupils fulfill the assignment and the teacher
does not have to be burdened with unnecessary things. Scanning can certainly be of
great benefit to enrolled pupils who may have reduced intellectual efficiency. These
pupils in Inclusive environments usually have the opportunity to use the assistant
teacher’s assistance in teaching. In such a structured teaching, pupils become more
self-sufficient, less mistaken in their tasks, naturally they are self-empowered and
experience a higher sense of success.

Fig. 7 Comparison of job speed 1: writing text versus QR code

Fig. 8 Comparison of job speed 2: writing text versus QR code
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Fig. 9 Comparison of job speed 3: writing text versus QR code

For pedagogues, QR codes should be created by motivation. One such code that
contains a web page will create in 2–3 min. This time he will return to him the
form of teaching and the almost uniform working pace of all pupils. Already without
distinction of pupils’ individual peculiarities (Figs. 7, 8 and 9).
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Human Identification Based on Shallow
Learning Using Facial Features

Van-Dung Hoang, Cong-Hieu Le and The-Anh Pham

Abstract Today, identity recognition systems have achieved high accuracy and
widely used in specific application areas such as recognition system based on retina
imaging in immigration inspection, civil security and citizen management. Identity
recognition is a very important task in intelligent surveillance systems. In these sys-
tems, human is required to be submissive for data acquisition to identify themselves.
However, the automated monitoring systems are required to be active for information
retrieval and human is passively monitored in this situation. In this kind of approach,
human recognition is still a challenging task for the overall system performance. This
study proposes a solution for human identification based on the human face recogni-
tion in images extracted from conventional cameras at a low resolution and quality.
Our proposed approach for human identification is based on histogram of oriented
gradients (HOG) feature descriptor and Support vector machine (SVM) classifier
using a similarity matric estimation. The proposed method was evaluated on some
standard databases which are available online and on our own collected dataset.

Keywords Personal identification · Face features · Intelligent monitoring systems

1 Introduction

In recent years, with the rapid development of science and technology, monitoring
systems based on artificial intelligence techniques have been studied and applied
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in many fields of security monitoring, medicine application, education, intelligence
transportation systems, etc. [1–5]. The data should be received within a passive
manner in applications such as security monitoring systems, detecting crime in the
crowds and so on. In the first kind of the applications, data of human retina, fin-
gerprint can only be received when human is required to provide information for
the systems. However, there are some surveillance systems which are required to
be actively and fully automated in the task of data acquisition, meanwhile recog-
nition systems based on retinal image, fingerprints could not be done. In this kind
of applications, a human recognition system based on face, or human walking style
information is applicable. The method is a cascaded multimodal biometric system
with combination of fingerprint and iris recognition. The key ideas for fingerprint
iris recognition are minutiae extraction of fingerprint information and encoding the
Log Gabor filtering. The experiments on some dataset demonstrated the superior
performance of that approach compared to unimodal systems. Another method also
used iris for biometric identification presented in a pattern [6]. Meanwhile authors
in [7] presented a technique for online iris image compression and personal identifi-
cation, which called iris image compressor and identifier. That method converts the
iris image of eye in the form of Laplace–Beltrami Spectra, then Laplace–Beltrami
spectra is converted into the form of Strakos matrix. The matrices of Eigen values
are calculated for identifying a person. The proposed method was experimented on a
hundred iris images of CASIA database. The experimental results illustrated that the
method is robustness, efficient and economically feasible. In another paper, Patwari
et al. [8] presented an algorithm using retinal blood vessels bifurcation for personal
identification. Their method focuses on detection of retina blood vessels and mea-
surement bifurcation points of blood vessels. The proposed method was performed
on real data of 300 images which collected and analyzed by doctors. That algorithm
achieved high accuracy score, which is appropriate for real application.

The standard approach investigated HOGs for human feature description in [9,
10]. To deal with partial occlusion, [11, 12] combined HOG and Local Binary Pattern
(LBP) for feature description. In that system, the authors accumulated both HOG
and LBP to construct feature vectors, which are fed to the SVM algorithm in both the
training and detection stages. Experiments indicated that the system was capable of
handling partial occlusion. With some modifications of the feature descriptors, the
human detection system in [13] was built with an extended histogram of gradients as a
feature; it uses an unsigned histogram of gradients and a histogram of absolute values
of opposite directional in a cell. Experiment results showed that the system based
on an extended histogram of gradient outperformed the standard HOG. Systems
based on HOG features descriptors and SVM learning achieve significant accuracy
in human detection. However, they are usually high in computational cost [14].

The research provides a uniqueness assessment of palatal rugae based on their
anatomical 3D conformations. Experimental results showed that the method achieved
high precision and applicable. A personal recognition method based on hand back
skin texture is proposed in [15]. In that paper, authors investigated problem of the
hand back skin texture pattern for personal identification and gender classification.
The model was trained and classified the hand back skin texture patterns in good result
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scores. Evaluation results demonstrated an efficient for assist human identification
and gender classification. Meanwhile, Yang et al. [16] proposed an approach based
on fusion at the feature level of finger vein and finger dorsal texture. The method was
compared the state-of-the-art unimodal biometrics on the performance. Compared
results on established dataset illustrated that their approach achieved higher identifi-
cation accuracy and lower equal error rates to other methods. In different approach,
our contribution presents an identity recognition approach based on deep learning
techniques using facial image data, which is collected from surveillance camera with
normally quality of image.

2 Proposed Method

Human identification plays an important role in many applications such as monitor-
ing and human management systems. This research focuses on identity recognition
based on face information which is extracted from surveillance cameras. According
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Fig. 1 Flowchart of the identity recognition system
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to previous discussion, identity recognition uses special information of a person such
as retinal, irises, fingerprints, and other types of biometrics often provide high accu-
racy and have been applied in practical systems. However, there are some types of
applications that cannot coerce human to provide their information. In this situation,
the surveillance systems have to be active for collecting the data and human is to
be passive in the process of systems. This paper presents some results on identity
recognition task studied by the use of artificial intelligence and image processing
techniques for face detection and identification. The general scheme of the identity
recognition system is shown in the diagram in Fig. 1.

In the detection task, a facial model was trained on a face dataset using the Haar-
like feature and AdaBoost classifier, resulting in a detection model with detection rate
of 98.5%. We provide a recognition solution based on the tasks of feature extraction
and identity recognition using SVM approach instead of deep learning. There is a
number of approaches for this problem with the use of shallow learning techniques
based on traditional a feature extraction method. In traditional approaches, there
are many methods for feature extraction such as HOG, SHIFT, LBP, Haar-wave….
The feature extraction results are then fed as inputs for classifiers trained by SVM,
boosting, decision tree, GA, etc. In our approach, histogram of oriented gradients
feature descriptor and Support vector machine is used for both the objectives of
feature extraction and classification task.

3 Experimental Results

We evaluated the proposed method on some datasets as a basis for the evaluation.
The proposed method is carried out by the traditional method based on the use
of HOG feature descriptor and SVM identification. Moreover, in some situations,
shallow machine-based human identification is more suitable for applications than
deep learning [5]. In the following subsections, details of the results evaluated on
several different datasets will be presented.

3.1 Staffhome Dataset

The Staffhome data set was created by the research team [17]. Face images are
taken by looking directly at different lighting conditions. The images are cut and
standardized so that the image only contains enough faces. Images was created for
the purpose of facial recognition and reconstruction. The image data set is available
on their website. The Staffhome dataset includes 3494 faces, taken from 84 people.
Each person takes a sample of about 24–48 face images. Some face patterns are
shown in Fig. 2. Test results are shown in Table 1 and Fig. 3.
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Fig. 2 Some facial examples from Staffhome dataset

Table 1 Experimental results on Staffhome dataset

HOG + SVM Deep CNN

Number samples for training 2101 2101

Number samples for testing 1393 1393

Computational time for training feature extraction (s) 73.19 8654

Computational time for train (s) 926.22

Computational time for test feature extraction (s) 43.02 730

Computational time for test (s) 450.30

Accuracy (%) 98.84 98.99

3.2 Our Dataset

The experimental dataset was collected by our team, which is called Student-1
dataset. The data samples were taken by a low-resolution camera which mounted
in a class of a high school. Facial images were captured under different lighting
conditions. Then sample images were cropped and normalized so that each image
contains the entire head with a full face. The Student-1 dataset contains 5083 faces
of 30 different students. Each student was sampled from 100 to 200 facial samples.
Some face patterns are shown in Fig. 4. In our experiment, we used about 60% sam-
ples of each student for training and about 40% sample of each student for evaluation
(Fig. 5; Tables 2 and 3).
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Fig. 3 Confusion matrix of recognition rate on Staffhome dataset

Table 2 Details of facial dataset used for training and evaluation

#1 #2 #3 #4 #5 #6 #7 #8 #9 #10

# Training samples 98 107 105 90 106 106 103 104 106 94

# Test samples 66 71 70 60 71 70 68 70 71 62

# All samples 164 178 175 150 177 176 171 174 177 156

#11 #12 #13 #14 #15 #16 #17 #18 #19 #20

# Training samples 104 113 82 102 93 91 55 79 106 109

# Test samples 69 76 55 68 62 61 36 53 71 72

# All samples 173 189 137 170 155 152 91 132 177 181

#21 #22 #23 #24 #25 #26 #27 #28 #29 #30 #31

# Training samples 107 102 103 109 85 90 85 107 94 65 151

# Test samples 71 68 69 73 56 60 56 71 63 43 100

# All samples 178 170 172 182 141 150 141 178 157 108 251
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Fig. 4 Some facial examples of our collected dataset

Table 3 Experimental results on our collected dataset

HOG + SVM Deep CNN

Number samples for training 3051 3051

Number samples for testing 2032 2032

Computational time for training feature extraction (s) 51.55 21,351

Computational time for train (s) 121.11

Computational time for test feature extraction (s) 29.30 156

Computational time for test (s) 32.04

Accuracy (%) 93.18 94.39

4 Conclusions

In this study, we proposed an approach based on traditional methods of HOG and
SVM identity human recognition. Experimental results showed that the recogni-
tion system based on our proposed method for human identification using facial
images reached acceptable accuracy rate. Our proposed method has been studied
on the basis of empirical data, comparing of several machine learning methods to
provide an effective solution for people identification problem. Our contribution
consists of conducting evaluations to help the selection of an effective method for
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Fig. 5 Confusion matrix of recognition rate on our collected dataset

human identification problem and providing resulted details of each person identity
with high accuracy to compared to deep learning based on convolutional neural net-
work. Recently, we are improving the recognition model by experimenting on bigger
dataset, so that the system can be applied to real application in intelligent monitoring
systems.
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Steganography and Cryptography
for User Data in Calendars

Péter Vörös, Péter Hudoba and Attila Kiss

Abstract Privacy is the ability of an individual or group to seclude themselves, or
their private information, and thereby express themselves selectively. Nowadays the
increasing usage and popularity of web services indicate the likelihood of privacy
disclosures. Data breaches are the number one privacy threat when using cloud
services. To avoid the possibility for data theft users should not trust anyone including
the service providers. If they do not rely on the providers’ defense methods, they have
to make sure that outgoing traffic remains a secret for everyone. In this paper, we
propose our model and our prototype implementation for a client-side data encoder,
that aims to solve the privacy disclosure problems. We show different binarization
(character string to binary string) and encoding methods (binary string to character
string), which with, we can provide secure and hidden data encoding by translating
the user data into different sentences that can be considered as valid data. We make
sure that only encoded data can be stored in the providers’ storage, therefore we not
just ensure that no one has direct access to unencoded data, but we are able to conceal
the very existence of the encoding at all.

Keywords Privacy · Web service security · Public cloud · Personal data
management · Data breach

1 Introduction

Users generate a high amount of personal data daily by using online services, such
as social networks, search engines, etc., without asking themselves the question of
how valuable is my data for the providers? Because of the fact that collecting and
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classifying personal data is a crucial part of targeted advertising, the answer is: very
valuable. Due to the marketers increasing reliance on customer data, its value has
significantly grown in the last decade. More and more data are being stored in various
cloud storage and they remove the burden of personally taking care of its security
since most of these service providers do not offer any options for them to set up trusted
encryption. In this paper, we aim to show a possible way how to hide personal data
from the curious ones.

We have created a two-layer security technique to protect the personal data of
the users. The first layer is the steganography, which is the practice of concealing
a file, message, image, or video within another file, message, image, or video. We
use it to prevent the adversary from even noticing if the information they accessed
is fake or real. Katzenbeisser et al. present steganography in details in [1]. We are
using a dictionary-based algorithm, creating an encoded text data, that looks like a
normal user input to trick the adversary and hide the sensitive data. The second layer
is a simple personal password-based encryption that encodes the data with a simple
stream cipher.

There are different already existing solutions for common users or smaller com-
panies, but there are two major problems with those: lack of trust and the need to get
used to a new application. In our prototype, the user can use their ordinary application
with an extension, without the need for new software. Our prototype runs invisibly
in the background, while users are able to access the service the same way as they
can do without the extra layers of security.

This paper is structured as follows: In Sect. 2. we analyze the Related work of this
topic. We show our model and different approaches in Sect. 3., and a performance
analysis between these different methods in Sect. 4. Later we show our prototype
in Sect. 5. Finally in Sect. 6. we conclude our work, and in Sect. 7. we collect the
possible future improvements that can be made.

2 Related Work

Security plays a significant role in all Web applications, especially in the cloud era,
when providers offer a wide range of useful services to users. Privacy issues in public
clouds had huge attention throughout the past years. It is well known and researched
in several papers, that cloud services introduce several new possible ways of attack.
Shaikh et al. in [2] collect many areas of security challenges in the cloud. They
identified that security is the biggest hurdle in wide acceptance of cloud computing
such as Data loss, Leakage of Data, Client’s trust, User’s Authentication, Malicious
users handling, Wrong usage of Cloud computing and its services, Hijacking of
sessions while accessing data.

However, there number of security-aware advanced users who are able to realize
the potential vulnerabilities and privacy issues in web applications is extremely low
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due to several publications such as [3, 4]. In our previous work, we analyzed some
of the biggest threats: the Account Hijacking [5], and DoS/DDoS problem [6, 7]. In
this paper we set the focus on Data Breaches [8] which is stated as the highest threat
among those.

Definition 1 A Data Breach is an incident in which sensitive, protected or confi-
dential information is released, viewed, stolen or used by an individual who is not
authorized to do so [9].

There are several different ways of securing private data, one possible classifica-
tion can be server-, and client-side protection.

2.1 Server-Side Protection

By server-side protection, we mean that the user trusts the destination and sends its
data without any additional modification (e.g.: encryption) and the server stores it
somehow securely.

Pearson et al. in [10] proposed a privacy manager that relies on obfuscation tech-
niques. The key in this application is to store encrypted data on the server-side only.
With this privacy manager, one can reduce the amount of sensitive information stored
in untrusted servers. However, this technique may only be a working solution if the
providers would accept to use it.

Song et al. in [11] introduced a Data Protection as a Service solution which is a
suite of security primitives offered by a cloud platform.

In [12] Antonenkov et al. define methods and systems of encrypting files at a
client in cloud base environments.

Due to the fact that providers’ systems are like a black box to end-users, our prob-
lem is that no one can be 100% sure about what cloud providers’ state as inaccessible
to others is really secure.

2.2 Client-Side Protection

By implementing an extra layer of security over existing services users will have full
control of their data. Client-side protection makes sure that no raw or usable data
goes to the 3rd party servers.

Chow et al. [13] proposed FHE (Fully Homomorphic Encryption) to keep the
privacy of the data in cloud systems. The usage of FHE enables computation on
encrypted data, that is stored in the cloud provider’s servers. This encrypted data can
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be processed without decryption, while the cloud providers will have no knowledge
about the input data, the processing function, the result, and any intermediate result
values.

In [14] Sanamrad et al. propose a very similar aspect as we do, instead of the client-
side protection they use a security middleware to encrypt all contents of the outgoing
traffic to Google Calendar and Gmail, by this they are able to store no unencrypted
data in Google cloud. Security middleware makes the process transparent to users,
however, they need to set up the middleware by themselves to make it work.

ShadowCrypt is proposed by He et al. in [15] is a client side as a browser extension,
we use the same approach. However, their goal was to store encrypted data in cloud
servers but our is to produce a human-readable encrypted output. By doing so we
are able to hide the fact that the data is encrypted.

3 Our Framework

Our encoding process has three steps, first, we convert all of the input data into binary
strings, encrypt with a simple stream cipher, and then convert the binary data to a
user readable information again. In this section, we will describe formally the process
and discuss functions for the steps. Let us denote with K = {a, b, . . . z, _} the set of
alphabetic characters and whitespace. The _ sign denotes the whitespace character.
Let B = {0, 1} the set of possible values of one “bit”. Denote the concatenation
operator with || (e.g. “a” || “b” = “ab” and “1”||“0” = “10”). The input of the
algorithms can be defined as a K

∗, that contains finite many alphabetic/whitespace
characters concatenated. We will refer to a K

∗ as string.
We have an infinite sequence of binari zei : K

∗ → B
∗ × N (∀i ∈ N

+) functions,
those converts a string text into a binary sequence and gives back how many characters
has been used from the beginning of the string.

Denote our input as t1t2t3 . . . , where ti ∈ K . In the process step of the algorithm
we calculate after each other the binari ze functions and shift left the input string with
the number of consumed characters. For example the result of this process can be
binari ze1(t1||t2|| . . .)||binari ze2(t3||t4|| . . .)||binari ze3(t4||t5|| . . .) . . . , where the
first function used two, the second one characters.

The second step is encryption to avoid information claim for the adversary if the
steganography failed. This step we use simply a stream cipher. Denote this cipher
with encrypt .

The third step of one process is encoding the binary string into readable informa-
tion again. Use an infinite sequence of encodei : B

∗ → K
∗ × N (∀i ∈ N

+) functions
as a decoding functions and do the same in a inverted way. The functions consume
bits from the binary string after each other the encode functions and the end of the
step we get a character string.
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In this paper, if we refer to a binary string (B∗) as a natural number, that means
we simply convert the binary string to a natural number (e.g. as a big-endian
unsigned integer) and vica-versa. In formulas we will use binaryT oNumber and
numberT oBinar y functions.

On Algorithm 1 we can see the top-level overview of the algorithm (The Algorithm
2 shows a subprocedure of the main function).

Algorithm 1: Overview of the encoding

Function MAIN(input, key, seed):
Data: input - the input string that has to be encoded
Data: key - the encryption key
Data: seed - the encryption seed
Result: result - the encoded string
temp ← E NC O DE(input, (binari zei )i∈N+)

encrypted ← encrypt (temp, seed, key)

result ← E NC O DE(encrypted, (encodei )i∈N+)

Algorithm 2: One step in the modell

Function ENCODE(input, ( f uni )i∈N+):
Data: input - the input string that has to be encoded
Data: ( f uni )i∈N+ - sequence of functions for encoding
Result: result - the encoded string
temp ← input
i ← 1
result ←“”
while temp is not empty do

binstring, n ← f uni (temp)

shift left temp string with n characters
result ← result ||binstring
i ← i + 1

3.1 Binarization Functions

Trivial binarization The trivial way to binarize the text is using a character table
(e.g. ASCII, UTF, or custom) and return the binary value of that character as a binary
string. In practice we use a custom character table that maps the K

∗ directly to N (_
= 0, a = 1, b = 2, . . .).
Huffman compressor The binari ze function can be a Huffman compressor, that has
a fixed compression tree by an alphabet frequency and always consumes 1 character.
We used the English alphabet frequency from Table 1 of [16].
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Dictionary based Because of our steganography layer, we have to have some dic-
tionaries, so we can use them to try to compress the input data in the first step. As
preparation, we create a union of our dictionaries and sort by length. The binari ze
function consume one word (separated by whitespace character) at once and searches
for that word in the union of the used dictionaries. If a concrete word has been found
in the dictionary, it uses the index instead of the word if the result is shorter than the
trivial binarization of the word. We have to denote that in the string uniquely if we
are using an index, so when we find an improvement, we add a special character and
the index encoded into a string. This means if a word is not in the dictionary or not
causes improvement this approach falls back to the trivial binarization method for
that word, so the result cannot be worst than trivial binarization unless the custom
character table is the power of 2.

Remark 1 The dictionary and Huffman compressor will not be used together,
because we try to take advantage of the distribution of the characters and the
dictionary-based binarization goes to uniform distribution.

3.2 Encryption

For encryption step, we use simple stream cipher and we use the calendar item id as
the seed to avoid the similar encryption of a calendar message. To protect the data
we ask a key from the user that will be used for the stream cipher.

3.3 Encoding Functions

Base64 The trivial way to transform the binary string into user readable information
that using base64 encoding, but this approach does not satisfy the aim of this paper,
therefore, the existence of the encoding is clearly visible.

Dictionary based Every encode function has its own dictionary. For all of the
functions we have a (not necessarily disjoint) set S ⊂ K

∗ dictionary and we consume
�log2(|S|)	 bits from the binary string. By the natural number of the binary string i ,
we give back the dictionary element with index i .

We used different words for verbs, nouns, adjectives, names, and places to achieve
realistic sentences.1 If we denote the encode functions based on these dictionaries

1Sources: https://www.talkenglish.com/vocabulary/top-500-adjectives.aspx (Reached: 2018-09-
14) https://www.talkenglish.com/vocabulary/top-1000-verbs.aspx (Reached: 2018-09-14) https://
www.talkenglish.com/vocabulary/top-1500-nouns.aspx (Reached: 2018-09-14) https://github.
com/dominictarr/random-name/blob/master/names.txt (Reached: 2018-09-14) https://github.com/
dominictarr/random-name/blob/master/places.txt (Reached: 2018-09-14).

https://www.talkenglish.com/vocabulary/top-500-adjectives.aspx
https://www.talkenglish.com/vocabulary/top-1000-verbs.aspx
https://www.talkenglish.com/vocabulary/top-1500-nouns.aspx
https://www.talkenglish.com/vocabulary/top-1500-nouns.aspx
https://github.com/dominictarr/random-name/blob/master/names.txt
https://github.com/dominictarr/random-name/blob/master/names.txt
https://github.com/dominictarr/random-name/blob/master/places.txt
https://github.com/dominictarr/random-name/blob/master/places.txt
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with encodeverbs, encodenouns, . . . and encodecomma : x 
→ (“,”, 0), we can use the
following function sequence:

enci =

⎧
⎪⎪⎨

⎪⎪⎩

encodeverbs i ≡ 0 (mod 4)

encodead jectives i ≡ 1 (mod 4)

encodeplaces i ≡ 2 (mod 4)

encodecomma i ≡ 3 (mod 4)

Branched dictionary based There are typical calendar titles for common users
that can hardener our data hiding. To achieve this we created branching. We have
a sequence of encode function sequences (encodei ) j j ∈ 1, . . . , m and depends on
the first (of the input part where the branching starts) �log2(m)	 which sequence will
be used to that binary string. One possible branch that we can use is:

Meet/Call
with−−→ N AM E

and/or/along−−−−−−−→
togetherwith

N AM E
for−→
to

N OU N −→ V E RB
in/by−−−→
at/on

P L AC E

An example output of this branch is: Meet with Anna and Joe for administration
reduce at Thompsonville.

4 Comparison

In this section, we will demonstrate the effectiveness of the different combinations of
the binarization and encoding methods. It is irrelevant to compare to the existing cloud
privacy solutions, because the novelty in our approach is to combine steganography
techniques with cloud security and to our best knowledge this approach has not got
any candidate.

If we consider combinations, we can state that the Huffmann binarizing method
has to be at least good as the trivial one in average if the code tree good for the
character distribution of the source strings. We take advantage of Huffman coding
by assigning shorter bit sequences for characters with smaller occurrence probability.

If we use the Dictionary method as binarizing, we also will have shorter bit
sequence with higher probability. We substitute a word with an id if it is shorter
than the original, but the range of the function has to be bigger, therefore it can be
encoded in a longer bit sequence only. Nonetheless in most of the cases it is better
than a trivial binarizing.

The effectiveness of Dictionary + Dictionary method can be seen in Table 1. In
the second row, we show the Base64 result just to demonstrate a non-human-readable
output which is an easily identifiable encoding. Due to this, the comparison between
the Base64 results and the Dictionary based results do not really make sense. Because
of the word “meeting” is an element of our dictionaries, it can be compressed and
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Table 1 The results and efficiency of the different encodings on “meeting”. This is a special case
when the original message appears in one of our dictionaries, therefore Dictionary + Dictionary
method achieves a lot better result than the others

Method Result Size

Original Meeting

Trivial + Trivial 5QKj4k7

Trivial + Dictionary Go away with Jemie to web
then

7

Huffman + Dictionary Go away to Gratia for nature
round

7

Dictionary + Dictionary Dare annual Aaronsburg 3

Table 2 The results and efficiency of the different encodings on “go to mall”. Due to the bigger
complexity of the sentence there is no significant difference between the algorithms

Method Result Size

Original Go to mall

Trivial + Trivial 2Ey57WQ5Z0

Trivial + Dictionary Call with Mimi togetherwith
Jackie to ladder short at

9

Huffman + Dictionary Melli mission about safe with
Rhody by Kailua

8

Dictionary + Dictionary Call with Mimi togetherwith
Jackie to ladder short at

9

encoded to only 3 words which is less than 45% of the required space we needed
to represent the result of the Huffman compression. We can say that for short one
word texts (which is really common as a calendar event) Dictionary + Dictionary
can achieve very nice results.

As one can see on Table 2. the original sentence “go to mall” is 10 characters long.
Dictionary methods result a more or less “valid sentence” and while they satisfy the
same requirements the number of words needed to represent their results can be a
good metric for comparison.

The different binarization methods highly affect the length of the outputs. As can
be seen in Table 3. Huffman compression gives a better result than the trivial method
in most cases. It’s because of the fix compression tree, with the English alphabet
frequency, that we use in our Huffman compressor. If a sentence contains mostly
“rare characters” (e.g.: j, q, u, z) the result can be worse than the trivial (e.g.: Table
3. “schuss” row).

In most of the cases the Huffman + Dictionary works really well with a non-
specific calendar text based code tree already.
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Table 3 Comparing algorithms effeciency on different sentences

Binarize Trivial Huffman Dictionary

Encode Dictionary Dictionary Dictionary

Call dan 8 6 7

See tom 7 7 6

Do work 7 6 7

Meeting 7 7 3

Go to mall 10 8 9

Italian course 13 10 14

Lunch with elena 15 13 19

Lunch with a very
important person

30 40 42

Meet with anna and
bruce

21 25 32

Dinner with anna 15 12 14

cccccc 6 7 6

Hello world 11 8 11

auf wiedersehen 14 12 14

Schuss 6 7 4

Transfer secret data to
John

24 27 32

Call + 1234 56789912 6 7 6

Wipe hard drives 15 14 15

Meeting with dr. peter 19 19 21

Poker party 11 9 8

5 Prototype

For our prototype implementation, we used Yahoo calendar as the target service.
Our client-side encoding script is written in JS and injected into the HTML page
by Greasemonkey, a browser extension. By the choice of Greasemonkey, the porta-
bility is not an issue, because both major browsers support either Greasemonkey or
Tampermonkey which is the same program called on a different name.

The users can not tell the difference between the original website, and the one
with our JS code injected, because our script runs completely in the background. As
one can see on Fig. 1 creating new entries, modification and deletion work the same
as without the usage of our script. No functionality is lost due to the extra layer of
security.

The script listens for each submit, modification event and extracts the user input
from the fields, encodes it (with any of the methods stated above) and then lets the
original process to finish. This will ensure that no unencrypted data is uploaded
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Fig. 1 Creation of a new entry while using our script does not differ from the original Yahoo
calendar usage

(a) Decoded data (b) Encoded data

Fig. 2 This fig shows how the calendar looks like if one sees it while using the prototype, and on
the left side is what the provider and the potential attackers may have access to

to the cloud servers. Similar things happen when the page is reloaded, or some
modification comes from the server. The script decrypts the message that was stored
on the servers. This is how we can keep private user data hidden from the servers,
and how we manage not to cause any inconvenience to users.

The difference between the original or decoded and the encoded data can be seen
on Fig. 2.

6 Conclusion

In this paper, our goal was to show a possible way to defend against data theft
and make providers unable to have direct access to our personal data, by using
steganography to be able to hide the encoding itself. Our proposed model uses 3
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steps: binarization, encryption, encoding to produce a very effective way of hiding
private data due to the fact that it can provide a secure and hidden data encoding, by
translating the user data into different sentences that can be considered as valid data.
We compared the efficiency of the stated approaches and showed how these can be
integrated into a prototype.

7 Future Work

People make mistakes. These typos, for example an extra space before a comma. In
the future, we would like to use this great source of information to claim new bits in
the system.

We plan to improve our binarize algorithms to fill the gaps caused by the non 2
power sized domain of the functions. If we have a function that domain does not a
power of 2, we do not use some bit sequences. If we enumerate all of the combinations
together of the domains we can claim a better algorithm.

We would also like to collect a calendar sentence database, to make more valid
values as encoded value and get a better input for dictionary-based binarization.

We will use various semantical structure to encode the binary data.
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Modeling and Extraction of Retinal
Blood Vessels from RetCam 3 Based
on Morphological Segmentation

Alice Krestanova, Jan Kubicek, Juraj Timkovic, Marek Penhaker,
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Abstract This paper deals with the analysis and modeling of the retinal blood ves-
sels system. The aim of the analysis is the design and implementation of a fully
automated segmentation model based on the morphological segmentation, allowing
for extraction of the blood system area within the binary model, where other reti-
nal structures are suppressed. An important feature of the model is sensitivity and
robustness to declare the efficacy of segmentation in an environment with worse
image parameters. For this reason, the designed model is also tested for data where
the vascular system is visualized under a low contrast. Part of the analysis is the
comparative testing of the designed model against selected segmentation methods
based on objective criteria. The designed model was tested and verified on dataset
from system RetCam 3 containing 22 images.

Keywords Retina · Morphological segmentation · Detection · Blood vessels ·
Retinopathy of prematurity · Comparison · RetCam 3 · MATLAB

A. Krestanova · J. Kubicek (B) · M. Penhaker · D. Oczka · J. Vanus
FEECS, VSB-Technical University of Ostrava, K450, 17. Listopadu 15,
Poruba, Ostrava, Czech Republic
e-mail: jan.kubicek@vsb.cz

A. Krestanova
e-mail: alice.krestanova@vsb.cz

M. Penhaker
e-mail: marek.penhaker@vsb.cz

D. Oczka
e-mail: david.oczka@vsb.cz

J. Vanus
e-mail: jan.vanus@vsb.cz

J. Timkovic
Clinic of Ophthalmology, University Hospital Ostrava, Ostrava, Czech Republic
e-mail: juraj.timkovic@fno.cz

© Springer Nature Switzerland AG 2020
M. Huk et al. (eds.), Intelligent Information and Database Systems:
Recent Developments, Studies in Computational Intelligence 830,
https://doi.org/10.1007/978-3-030-14132-5_20

255

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-14132-5_20&domain=pdf
mailto:jan.kubicek@vsb.cz
mailto:alice.krestanova@vsb.cz
mailto:marek.penhaker@vsb.cz
mailto:david.oczka@vsb.cz
mailto:jan.vanus@vsb.cz
mailto:juraj.timkovic@fno.cz
https://doi.org/10.1007/978-3-030-14132-5_20


256 A. Krestanova et al.

1 Introduction

Retinopathy of prematurity (ROP) represents a vasoproliferative disease, which
affects the immature retinal blood vessels of the retina in prematurity infants. This
disease occurs in children, who belong into the following risk groups: children born
before the 32nd gestation week, children with a birth weight of less than 1.500 g.
Another possible risk of disease with this disease is the hypoxemia or hypercapnia
of the newborn infants. For the ROP diagnostics, RetCam 3 is conventionally used.
It is a device from Clarity Medical Systems that allows for retrieve the retina of
premature infants. Images from RetCam 3 have a resolution 640 × 480 pixels. At the
images, there are observable objects as the retinal blood vessels, optical nerve and
retinal lesions. One of the symptoms of this disease is the tortuosity or blood vessel
winding. Up to now, the tortuosity has been evaluated by the ophthalmologists by
manually or by visualizing multiple images taken by the RetCam 3 instrument. For
this reason, it is necessary to automatically extract the vascular system from image
with a view to further evaluation of tortuosity. Since the tortuosity was not represent
by a parameter, which it corresponds with the blood vessels curving. It is need to
extract the blood vessels in a binary segmentation model. On the binary model of
blood vessels is applied an extraction of the curvature parameters would allowing
for estimation and classification the tortuosity [1–3].

2 Related Work

This paper deals with image processing of retinal images taken by the RetCam 3.
In related work have been processed predominantly images taken by fundus camera
with higher resolution (605 × 700 pixels vs. RetCam 3 640 × 480 pixels) [4, 5].

Therefore, the recently reported segmentation methods do not have to be effec-
tively applied in the RetCam 3 images [6, 7].

This fact predetermines that low resolution images represent a challenging area
for the medical image segmentation [8]. Method uses extraction of the green channel
from color image was taken by RetCam 3, noise filter is applied and mapping vascular
system of retina on black background [9].

In different approach an image has been pre-processed by grayscale image con-
version, Gaussian blur, Laplace edge detection, noise removal, image binarization
and removal of isolated areas. Segmentation has been enhanced by branch detection
techniques and endpoint detection [10].

Segmentation of retinal blood vessels based on Gabor’s transformation. In this pre-
processing image, extraction of the green chrominance component of image, image
sharpening, histogram adaptation and median filtration were separated. Gabor’s
transformation utilized the frequency and spatial approximation of the retinal vessel
system. Gabor’s filters use Gabor’s wave, which reliably detects the shape of the
blood vessels system [11].
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Segmentation methods which have been applicate on images taken by fundus
camera are described below. Segmentation of retinal blood vessels on the base of
method clustering K-means [12]. Segmentation based on tracking is applied to local
operators representing the blood vessels system. Blood vessel tracking begins at the
initialization point, detects the center of the blood vessel lines or their surroundings
by analyzing the orthogonal pixels in the tracking directions [13].

Supervised method has been used training sets. The original image is processed by
wavelet operation that allows to divide image into several levels based on the extrac-
tion features. The tracking method is based on combination of vessel directions and
eight Hessian matrix vectors used for segmentation of the vascular system [14, 15].
Segmentation of the retinal blood vessels using neural networks utilizing a 7D fea-
tures vector composed of gray shades and feature representing the invariant moment.
The multilayer forward neural network is used for training and classification [5].

Unsupervised method can be used using a fuzzy C-means clustering algorithm,
that uses language descriptions to decide whether it is or it is not a vessel. Fuzzy
tracking is based on the determination of membership of functions in two language
values [16, 17].

Different approach image pre-processing, when the RGB image was converted to
the HSI color model. Additionally, it was used an adaptive histogram to increase the
contrast and average filter to remove a noise. The next step for segmentation image
is Top-hat transformation [18].

3 Proposal of Morphological Segmentation of Retinal
Blood Vessels

This segmentation method is based on a sequence of the morphological operations.
It has been tested on 22 retinal images of prematurity infants with the retinopathy
of prematurity taken by the RetCam 3. The retinal images are divided into 11 con-
trast images and 11 non-contrast images. We have deliberately performed testing on
worse quality images in order to evaluate objective effectivity and robustness of the
morphological image segmentation.

In the first step of the algorithm for segmentation of retinal blood vessels is mor-
phological preprocessing, when vascular system is segmented from other anatomical
retinal structures in images (e.g. optical disc). The aim of the morphological prepro-
cessing is emphasized vasculature and preserved transitions of the bifurcation of the
vascular system. The algorithm has been used difference between supreme Ic and
infim IB of morphological opening operation applied to the original image with two
linear structural elements with different sizes [19].

An image Ic can be obtained by the detected supreme from the original image
I0 with linear structural elements with many different rotations, where B is meaning
structural element in rotation i:
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Morphological 
preprocessing

Second 
derivative 
operator

 Morphological  
     filtration Thresholding SkeletonizationLoad Image     Segmented    

        Image

Fig. 1 Algorithm for modelling and extraction of retinal vascular system based on morphological
segmentation

Ic � supi�1,...,12
{
γBi (I0)

}
(1)

Removing linear shapes from the image corresponds to replacing them (local)
backgrounds. The local background of the image is obtained by opening the boundary
of the linear length B by a length in many ways, where i is represented 12 structural
elements in 0–165°.

IB � in fi�1,...,12
{
γBi (I0)

}
(2)

Filtered image Iv, which is contained only linear shapes:

IV � IC − IB (3)

The result of this morphological preprocessing is the emphasis on linear structure
(blood vessels). Second derivative operator is used to emphasizing thin vascular
structures. Morphological filtration is removed nonlinear bright parts, which are not
belong to retinal blood vessels, where Gθ is represented 1D Gaussian convolution
kernel with angle θ and G ′′

θ+90 is 1D second derivation of Gaussian convolution kernel
in angle (90 + θ)◦ (see Eq. 4).

Il � RIdi f f

(
supi�1,...,12

{
γBi

(
supθ�0...180

(
Iv ∗ Gθ ∗ (

G ′′
θ+90

)))})
(4)

Then binary mask of image is created by the hysteresis thresholding. Two binary
images I low and Ihigh are created: I low is created by thresholding with low thresholding
value tlow and Ihigh is created by thresholding with high thresholding value thigh. The
segmentation output is represented by the binary segmentation mask, where the white
pixels represent the detected blood vessels, contrarily the adjacent retinal structures
are suppressed, as black. Skeletonization of the mask allows to identify points in the
image, where blood vessels are crossed (bifurcations, transitions). [19] The entire
image segmentation process is shown below (see Fig. 1).

The setting parameters were mostly the same, only setting of the threshold value
was changed depending on the contrast of the image (Table 1). In some cases, the
length of the linear smoothing filter was changed to achieve maximally sensitize
detection of vascular system at minimal noise levels. Figure 2 shows a segmentation
of the retinal blood vessels from native image, when setting two different threshold
values. Images show that when lower threshold values are set, the image also shown
fine background vessels, while with higher threshold setting, the image shows the
major vessels of the vascular system and eliminates the smaller blood vessels (Fig. 3).
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Table 1 Parameters settings for the segmentation procedure of the blood vessels system

Parameters Values

Linear length of the structural element for vascular amplification 11

Linear length of the structural element for the removal of blood vessels 11

Length of linear smoothing filter 7–15

Threshold value of tagged image (higher value) 15–50

Threshold value of mask image (lower value) 10–40

Defining removing objects that are smaller than (in pixels) 180

Fill holes smaller than (in pixels) 10

Fig. 2 Native image (a), segmented image with setting threshold parameters (15, 25) (b), seg-
mented image with setting threshold parameters (30, 50) (c)

Fig. 3 Comparative segmentation analysis of contrast retinal images (a) and non-contrast images
(b)
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4 Quantitative Comparison and Testing

They have been compared segmentation methods based on: morphological opera-
tions, the Gabor transformation, the Top-hat and Bot-hat transformation in contrast
with the proposed segmentation method in this paper. The output image x after the
tested segmentation and output image y after segmentation using proposed morpho-
logical operation based on the Heneghen method are objectively compared by using
parameters for objective evaluation of the segmentation methods. In the comparative
analysis, we are using both contrast and non-contrast RetCam 3 images in order to
find out robustness and effectivity of the proposed segmentation method.

4.1 Definition of Objectification Parameters

A mean squared error, structural similarity index and image correlation are used for
the objective comparison of applied image segmentation methods.

Structural similarity index (SSIM) is based on computing brightness, contrast
and structure. Index is multiplicative combination of these parameters. SSIM takes
values in the scale from 0 to 1, while the higher value means greater the similarity
between images x and y.

Mean squared error (MSE) is calculated between images x and y. This parameter
is used to evaluate the accuracy of a measurement, in this case a segmentation. It is
true, that the lower the MSE value, the smaller disagreement between images.

Image correlation indicates a size of the linear correlation between images x and
y. It is true, that the higher the correlation coefficient, the higher is correlation. That
means images are more linearly similar.

4.2 Results of Quantitative Testing

The Table 2 summarizes the averaged results of the objective evaluation of the pro-
posed method against alternative segmentations. Based on the summary comparison,
it can be deduced that, morphological operation and Bottom-hat segmentation are
closest to the reference method based on parameters values below. From the values of
the Gabor transformation, there is a high image mismatch in contrast to the proposed
method. These results may be due to the high sensitivity of the wavelets, which leads
to highlighting the noise and its presence in the segmentation model.

The advantage of the proposed segmentation algorithm is that, there is not nec-
essary specific preprocessing of the retinal image. When using the preprocessing
methods, the native clinical images may be improved regarding their quality. On the
other hand, each preprocessing step modifies the native clinical information which
is partially suppressed. Also, the advantage of this method is the absence of noise in
a segmented model of vascular system. In this way the morphological segmentation
appears to be sensitive, and robust against the image noise.
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Table 2 Comparison of alternative segmentation methods against proposed segmentation method

Segmentation method SSIM MSE Correlation coefficient

Morphological operation 0.88 0.03 0.13

Gabor transformation 2.60 × 10−5 3.05 × 104 0.01

Bottom-hat segmentation 0.86 2.19 × 103 0.44

Fig. 4 Comparative analysis of alternative segmentation techniques applied to contrast image in
contrast to proposed method

Fig. 5 Comparative analysis of alternative segmentation techniques applied to non-contrast image
in contrast to proposed method



262 A. Krestanova et al.

The disadvantages of used retinal images are their high variability, which caused
by a different contrast between the blood vessels and the background, unequal illumi-
nation in the scanned images by a wide field and high visibility of the choroidal ves-
sels associated with insufficient pigmentation of the infants choroidal artery. Another
problem is a low resolution of images 640 × 480 pixels due to a wide-screen image.
Also, movements artifacts can be created in images due movement of infants eye.
Figures 4 and 5 represent a comparison amongst the proposed segmentation model
and alternative segmentation models.

5 Conclusion

In the clinical ophthalmology, the blood vessels segmentation belongs to one of the
most frequent tasks being necessary regarding a proper diagnosis of the ROP. This
disease is clinically examined by the RetCam 3, which generates data in lower resolu-
tions. Such fact predetermines weaker contrast amongst individual retinal structures
including the retinal blood vessels.

Based on the aforementioned reasons, segmentation method for such retinal
records should be sensitive, and in the same time robust against the image noise
and artefacts. The analyzed method based on the morphological segmentation is
able to reliably identify individual blood vessels even in the noisy environment. In
order to justify that, we have analyzed contrast and non-contrast retinal images. When
comparing the segmentation results with alternative segmentation methods, the mor-
phological segmentation method suppresses the most from the image noise. Quality
of the segmentation can also be measured on the base of the contour of the retina.
When comparing the proposed method with others, the retinal contour is suppressed.
This method effectively separates blood vessel’s tree, while other retinal structures
are suppressed.

In the future time, we are going to focus on the segmentation model features
extraction. The blood vessels model should serve as a classification tool allowing for
the tortuosity differentiation. We suppose calculation a set of the curvature features,
which will be calculated from the proposed model. Such feature vector will serve as
a base for classification and prediction of the pathological signs of the tortuosity.
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Modelling Medical Information
and Knowledge with OWL and Topic
Maps

Martina Husáková

Abstract Majority of facts about autoimmune diseases are shattered in various web
sources. It is difficult to provide fundamental facts about specific autoimmune disease
without spending a lot of time. The paper investigates the OWL and the Topic Maps
standard for building of an information and knowledge repository including autoim-
mune diseases. This repository should facilitate findability of facts about autoimmune
diseases. The OWL and the Topic Maps is compared with the RDF and the RDFS
model for answering question which approach is more suitable for development of
the repository.

Keywords Autoimmunity · Navigation · Semantics · OWL · Topic Maps ·
RDF(S)

1 Introduction

Difficulties in investigation of an immune system lie in its complexity that is caused
by an existence of huge amount of players and interrelations between them. These
players (immune cells and immune organs) take part in innate and adaptive immune
processes for ensuring homeostasis of a living entity. The immune system needs not
behave always correctly. Autoimmune diseases (ADs) are possible consequences of
this inadequate behaviour when the immune system damages own cells and tissues.
There exist more than 80 types of ADs and many of them share similar signs [1].

Our research was focused on the exploration of ADs with the multi-agent systems.
We consulted our conceptual [2] and computational models [3] with an immunologist
and used medical literature and web sources for development of these models. We
found out that if a non-professional wants to receive well-arranged, easily navigable,
compact and understandable pieces of information about specific autoimmune dis-
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ease (AD), he (she) has to visit a lot of web sources for obtaining sufficient amount
of information. These facts are not often interlinked with other facts. Only lists of
keywords with short descriptions are often provided. Various forms of information
presentation are often missing (e.g. images, videos, synonyms or audio files).

This paper continues in a research that has been presented in [4] where the RDFS
(Resource Description Framework Schema) ontology of ADs is introduced. This
paper investigates the OWL (Ontology Web Language) and the Topic Maps standard
for building repository of ADs and compares them with the RDF (Resource Descrip-
tion Framework) and the RDFS for evaluation of their similarities, differences and
usability for development of the repository of ADs.

The paper is structured as follows. Section 2 introduces various sources where the
facts about ADs can be found on the web. Section 2 also presents the requirements
for the repository of ADs. Section 3 introduces developmental process of the OWL-
based and the Topic Maps-based repository. Section 4 includes comparison of the
RDF, the RDFS, the OWL and the Topic Maps. Section 5 discusses proposed solution
together with future directions and Sect. 6 concludes the paper.

2 Web Sources About Autoimmune Diseases

There is a huge amount of information sources about autoimmune diseases on the
web. If we would like to find information about specific autoimmune disease, we can
meet the following possibilities in the web space most often:

• the lists of medical keywords with short descriptions (e.g. Harvard Medical Dic-
tionary [5] or eMedicineHealth.com vocabulary [6]),

• the lists of medical keywords with deeper explanation of these keywords (Medical
Encyclopedia at MedlinePlus [7]),

• the information pages with long descriptions (e.g. LabTestsOnline.org [8]).

Computational biomedical ontologies are specific category used for formal rep-
resentation of biomedical terms. These graph-based structures are shared as vocabu-
laries between people, people and machines and between machines. These structures
facilitates communication and problem solving. The following biomedical ontolo-
gies includes facts about various diseases including ADs: Human Disease Ontology
(DOID) [9], Experimental Factor Ontology (EFO) [10], Medical dictionary for Reg-
ulatory Activities (MEDDRA) [11], International Statistical Classification of Dis-
eases and Related Health Problems (ICD) [12], Human phenotype ontology (HP)
[13] or MeSH thesaurus [14].

It is find out that insufficient navigation between information sources and mutual
interconnectedness of these sources about ADs is rare on the web. Machine-
processable information (knowledge) and representation of semantics of medical
concepts should be offered for provision of relevant answers to user queries. It is

http://eMedicineHealth.com
http://LabTestsOnline.org
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found out that no less or more formal structure that is presented above satisfies
requirements which are presented below. These requirements are based on intensive
study of previously mentioned sources presenting facts about autoimmune diseases:

• Content-related criteria:

– general description of an autoimmune disease,
– symptoms of an autoimmune disease,
– possible cause(s) of an autoimmune disease,
– examination of an autoimmune disease,
– possible treatment (medication) of an autoimmune disease,
– prevention against an autoimmune disease,
– relations to other autoimmune diseases,
– synonyms of an autoimmune disease (if exist),
– additional information about an autoimmune disease for its deeper understand-

ing (web sources: interesting web pages, pdf files, video links, links to audio
sequences),

– target audience: non-expert users.

• Design and implementation-related criteria:

– user-friendly navigation between various facts,
– machine-readable information/knowledge about autoimmune diseases,
– contextual knowledge representation,
– representation of semantics for machine understanding and processing of med-

ical concepts.

These requirements became the main criteria for development of the information
and knowledge repository including specific ADs. The following section presents
modelling approaches which are considered for development of the repository.

3 Development of Ontology-Based Repositories

3.1 OWL-Based Repository and Implementation Issues

The first repository is based on mixture of the RDF and the RDFS [4]. The second
version (AutoimmuneDiseases.owl) extends the RDFS ontology about concepts used
for semantics modelling. This ontology represents ADs in the OWL 2 [15]. The OWL
is an official W3C standard extending the RDF [16] and the RDFS model [17]. Thanks
to the formal logic, the OWL (2) can be used for modelling semantics of concepts
more precisely in comparison to the RDF and the RDFS, see Sect. 4 and Table 3.
Figure 1 depicts fundamental building blocks used for development of the OWL 2

http://AutoimmuneDiseases.owl
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Fig. 1 Structure of the OWL 2 ontology of autoimmune diseases

ontology. The examples are depicted in a grey colour for differentiation. The figure
is simplified for better interpretation.

The OWL structure consists of the following core building blocks:

• OWL class is a collection of specific instances sharing some similarities.

– Examples: AutoimmuneDisease, Medication, Prevention, Cause, Characteris-
tics, Symptom, Test (how an AD can be diagnosed).

• OWL individual is a concrete instance of a class.

– Examples: MultipleSclerosis (OWL class: NeurologicalAD), Ciclosporin
(OWL Class: ImmunosuppressiveDrug), CT scanning (OWL class: Test).

• OWL property represents relations between OWL classes (OWL individuals).
Domains and ranges of these properties represent between which classes (indi-
viduals) these properties can exist.

– Examples: (domain: Disease) hasCause (range: Cause), (domain: Disease) has-
Symptom (range: Symptom), occurs with (domain, range: Disease).

• OWL annotation property is a specific relation used for adding additional infor-
mation (metadata) into the ontology.

– Examples: a comment (a description of a medical term), a synonym, a web
source—a seeAlsoExplanation, a seeAlsoImage and a seeAlsoVideo, a label (a
human readable version of a medical term).

The OWL 2 ontology is developed in the Protégé 5.2.0—one of the most used
editor for ontological engineering. The OntoGraf plugin is used for visualisation of
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Table 1 Statistics of the RDFS and the OWL 2 ontology

Ontology metric Count in

the RDFS ontology [4] the OWL 2 ontology

Ontological classes 30 37

Properties 8 15

Annotation properties – 8

Reflexive properties – 1

Individuals 229 229

Property assertions 353 402

Annotation assertions – 373

Definable classes – 5

the ontological structure. The OWL 2 ontology is consistent, i.e. no logical con-
tradictions are detected by a debugger plugin that is available in the Protégé 5.2.0.
Statistics of the RDFS and the OWL 2 ontology AutoimmuneDiseases.owl is the
following, see Table 1.

3.2 Topic Maps-Based Repository and Implementation Issues

The third version of the repository is developed with the Topic Maps. Topic Maps are
the ISO standard (ISO/IEC 13250) used in the information and knowledge manage-
ment with the main aim to improve navigation and findability of relevant information
and knowledge on the web [18]. The standard proposes “infrastructure” consisting
of the knowledge-based layer and the information-based layer, see Fig. 2. The figure
is simplified for better interpretation. The knowledge-based layer (ontology) con-
tains knowledge which is represented by “building stones” of each Topic Map—a
document playing a role of a metadata layer existing above various digital sources.
The information layer consists of information sources linked to the elements in the
knowledge layer. Following “building stones” are distinguished by the standard and
used in the proposed repository (AutoimmuneDiseasesTM.ltm):

• Topic is a digital representation of any “thing” that is in the centre of our interest.

– Examples: Uveitis, MultipleSclerosis, SchirmerTest, Corticoid, Ibuprofen.

• Association represents relationship among topics.

– Examples: hasSymptom, isCausedBy, isDiagnosedBy, isTreatedBy.

• Occurrence connects an information source (e.g. a web page) with a specific
topic. An external occurrence connects externally available information source
with specific topic, e.g. a web page (an external source) describing AD. An internal

http://AutoimmuneDiseases.owl
http://AutoimmuneDiseasesTM.ltm
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Fig. 2 Structure of the Topic Map of autoimmune diseases

occurrence is available only from a Topic Map, e.g. a synonym for a word or a
brief description of AD.

These Topic Maps elements have types. Types (classes) represent containers into
which particular topics, associations and occurrences below according to their char-
acteristics, e.g.:

• Topic type: Disease, HematologicAD, Drug, Cause, Symptom.
• Association type: superclass-subclass relation used for modelling hierarchy of

topic types.
• Internal occurrence type: a synonym or a description.
• External occurrence type: an image (a hyperlink for an image), a description on

the web (descriptive information about specific medical term on the web), video
(a hyperlink for a video sequence).

The Topic Map is developed in the non-standardised syntax LTM (The Linear
Topic Map) [19]. This notation permits to represent facts by simple structures without
losing meanings. The LTM-based Topic Map is visualised in the Omnigator—a
component of the open-source tool Ontopia [20]. Statistics of the Topic Map is the
following, see Table 2.



Modelling Medical Information and Knowledge … 271

Table 2 Statistics of the Topic Map AutoimmuneDiseasesTM.ltm

Element of the Topic Map Count

Topic types 18

Association types 7

Internal occurrence types 3

External occurrence types 3

Topics 238

Associations 379

Internal occurrences 53

External occurrences 125

4 RDF, RDFS, OWL and Topic Maps—Comparison

4.1 Purpose

The RDF is mainly used for representation of metadata for web sources. It models
statements about different sources without their structure. The RDFS extends the
RDF. It is used for representation of collection of resources (classes) and for building
of the RDF vocabularies (ontologies). It provides structure for our data without
their semantics. The OWL (2) adds the semantics into the classes and the RDF(S)
statements. On the basis of the description logics, it can be used for inferring new
facts in an ontology and checking its consistency. All of these approaches are used
for making web content more accessible to machines where intelligent agents can
use these structures for problem solving, decision making and communication. On
the other hand, the Topic Maps are more designed for humans, i.e. for improvement
findability of facts and navigation between them.

4.2 Modelling Concepts

The Topic Maps specification uses an element named topic which is a machine-
processable representation of a concept. It can represent whatever, i.e. a digital or a
non-digital source. Topics are represented as resources in the RDF(S). The OWL uses
individuals for modelling instances of classes (topics). It can be seen that compared
formalisms use different terminology for instances of classes. Topics are grouped
according similarities into the topic types (classes). Classes are also used by the
RDF, the RDFS and the OWL, but the RDF is not able to model their hierarchy.

The Topic Maps standard uses associations for modelling relations between topics,
topics and occurrences. Associations can be represented in the RDF, the RDFS and
the OWL, but specific distinctions exist between them. Associations are named as

http://AutoimmuneDiseasesTM.ltm
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properties in these formalisms. The RDF provides “built-in” rdf:type property for
modelling instances of classes. Hierarchy of classes and properties can be represented
only in the RDFS, the OWL and the Topic Maps.

The RDFS introduces a domain and a range concept. A domain states that any
individual that has a given property is an instance of one or more classes specified
in a domain. A range states that the values of a property are instances of one or
more classes specified in a range. These concepts are not built in the Topic Maps
model, but concept of roles is very similar to them. A role models context of an
association, i.e. it represents participation of specific concepts in an association. As
an example, “psoriasis can be treated by phototherapy”. Psoriasis is a role player of
a role dermatologic disease and phototherapy is a role player of a role medication.

The context is also represented by a scope concept that is defined only in the Topic
Maps. The scope is a constraint in which something is said about specific topic, e.g.
the scope can be used for filtering of fundamental concepts (for beginners) and more
advanced concepts (for experts). The scope is not directly supported by the RDF(S)
and the OWL, but the OWL uses annotation property adding metadata to concepts. As
the example for filtering concepts according to a difficulty: “a hasTargetAudience”
annotation property with two possible values “novice” and “expert” can be added
into the ontology. Software application can query concepts of the ontology suitable
only for the experts.

Occurrences represent additional information about concepts in the Topic Maps.
External occurrences can be represented as resources in the RDF(S) and the OWL,
e.g. rdfs:seeAlso property represents further information about the subject resource.
Internal occurrences can be represented as values of rdfs:comment property in the
RDFS (the OWL). External and internal occurrences can be represented as the values
of an annotation properties in the OWL. Occurrence types are classes of the infor-
mation sources. These can be modelled as the classes in the RDFS and the OWL.

Association types (classes) represent nature of a relation and participation of a
topic in the association. Association classes are not typically used only in the Topic
Maps, but in the UML (Unified Modelling) language. They are not defined by the
RDFS or the OWL specification. n-ary design pattern is used for this purpose. This
design pattern is also applied in reification.

Reification is directly defined by the Topic Maps. A topic is utilized as a subject
that can be connected with a non-topic subject (e.g. an association). It is possible to
model the n-ary relationships in a Topic Map or to add metadata for a Topic Map as
a whole. Reification is not directly supported by the RDF, the RDFS or the OWL,
but blank nodes can be used for this purpose.

Level of semantics representation is one of the fundamental differences between
presented approaches. The OWL is the most expressive language. It provides rep-
resentation of disjointness. The OWL looks more into “the inner structure” of the
classes. Additional conditions (with restrictions or logical constructors) can be added
into the classes for specification of their semantics. As the example, the OWL 2 ontol-
ogy of ADs contains the DermatologicDisease class. What is the meaning of this
class? Two formal conditions are necessary and sufficient for modelling semantics
of this class: Disease AND influences some Derma. Meaning is the following: Der-
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matologic disease is a disease which influences derma and can influence something
else. This statement is opened for next possibilities. Table 3 presents comparison of
the above mentioned approaches.

5 Discussion

The RDF, the RDFS, the OWL and the Topic Maps are used for development of
the repository of ADs. Why are these approaches used in a development process?
Section 3 presents design-related and implementation-related criteria which should
be taken into account for repository building. Machine-readability of medical con-
cepts, intuitive navigation, semantics of medical terms and contextual knowledge
representation are fundamental requirements for the repository. The HTML 5-based
web pages can also be used for presentation facts about ADs, but semantics extensions
of the HTML 5 [21] are not sufficient for provision of more expressive semantics of
medical statements. A relational database can also be used as a repository of ADs, but
a graph-based structure and support of semantics representation cannot be realised
with this type of database. The RDF data model can be used for building of a graph
database, but semantics of data cannot be precisely defined with this solution. The
intended approach that could be somewhere between the Topic Maps and the OWL
would be the best choice for development of the repository of ADs where high lan-
guage expressivity and support for intelligent navigation between web sources could
be offered.

6 Conclusion

Conceptual models help to capture fundamental concepts and relations between them
in an abstract form. Concepts correspond with abstract or real entities which are in
a center of our interest and which can be used in computational models.

Level of formality decides whether a computational system (e.g. an intelligent
agent) will be able to use these models, e.g. for decision making, communica-
tion, inference or problem solving. The paper is basically focused on two for-
mal approaches for information and knowledge representation. The OWL language
(extending the RDF and the RDFS) and the Topic Maps model is applied for building
prototype of the repository including facts about autoimmune diseases. The OWL-
based prototype is based on the RDFS ontology presented in [4]. These repositories
should facilitate findability of information (knowledge) about particular autoimmune
disease in one place without necessity to explore various kinds of additional resources
which are shattered in the web space. Presented approaches are mutually compared,
because it was necessary to find out similarities and differences for a decision which
approach is more suitable for development of the repository. The OWL is more for-
mal in comparison to the Topic Maps approach, but it is not directly used for web sites
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development. Topic Maps are richer in a view of semantics representation in com-
parison to the RDF (the RDFS) and can be directly used for web sites development.

Future development is going to be focused on how the OWL could be used for
web site development which would integrate facts about ADs and reason with them.
The Owlready2 is a Python-based library mainly used for management of the OWL
structures [22]. Flask is a python-based micro-framework used for web development
[23]. These frameworks are going to be used for building of the application. The
repositories include 17 autoimmune diseases. This amount is not sufficient. The
ontology is going to be extended and integrated into the web application.
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Comet Assay Classification for Buccal
Mucosa’s DNA Damage Measurement
with Super Tiny Dataset Using Transfer
Learning

Afiahayati, Edgar Anarossi, Ryna Dwi Yanuaryska, Fajar Ulin Nuha
and Sri Mulyana

Abstract Comet assay or single cell gel electrophoresis assay (SCGE) is a method
which is frequently used to measure the damage of DNA. The results of comet
assay is a set of comet images, then the comet images are classified to measure
the level of DNA damage. Currently, there are several softwares for comet assay
image analysis, both free and commercial. Commercial software is quite expensive,
while free software is limited, especially for buccal mucosa cell and super tiny
comet image dataset. In this research, we propose a classification model for comet
assay with super tiny image dataset which is taken from buccal mucosa cells. We
propose a transfer learning based convolutional neural network (CNN) model. We
have compared the transfer learning model with CNN-support vector machine (SVM)
and ordinary CNN. In our experiments, we use super tiny dataset consisting of 73
images. Our transfer learning model gives an accuracy 70.5%, while CNN-SVM
gives 62.3% and ordinary CNN gives 63.5%. We also compare our transfer learning
model with most frequently used, free comet assay analysis software, OpenComet.
Open-Comet gives an accuracy 11.5%. Our transfer learning model is promising for
comet assay for buccal mucosa cell and super tiny dataset.

Keywords Transfer learning · Tiny dataset · Comet assay · Buccal mucosa cell

1 Introduction

Comet assay is an excellent method for detecting DNA damage due to its versatility
and sensitivity [1]. Comets can be identified and scored by visual inspection by an
expert, but this method is very time-consuming and subjective. Therefore, image

Afiahayati (B) · E. Anarossi · F. U. Nuha · S. Mulyana
Department of Computer Science and Electronics, Faculty of Mathematics and Natural Sciences,
Universitas Gadjah Mada, Yogyakarta, Indonesia
e-mail: afia@ugm.ac.id

R. D. Yanuaryska
Department of Radiology Dentomaxillofacial, Faculty of Dentistry,
Universitas Gadjah Mada, Yogyakarta, Indonesia

© Springer Nature Switzerland AG 2020
M. Huk et al. (eds.), Intelligent Information and Database Systems:
Recent Developments, Studies in Computational Intelligence 830,
https://doi.org/10.1007/978-3-030-14132-5_22

279

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-14132-5_22&domain=pdf
mailto:afia@ugm.ac.id
https://doi.org/10.1007/978-3-030-14132-5_22


280 Afiahayati et al.

analysis software packages were developed [2]. Several tools have been developed
to analyze comet assay images. Most of the tools use geometric measuring of the
comet’s core and tail [3–5]. Currently, there are some softwares for comet assay
image analysis, both free and commercial. Commercial software is quite expensive,
while free software is limited, especially for buccal mucosa cell. Comet image from
different sample sources, for instance mucosa swab and cell line, have slightly dif-
ferent geometric algorithm. It affects the accuracy of the data. Comet images data
are hard to obtain, therefore the dataset is limited.

In this research, we propose, an artificial intelligence method specifically devel-
oped to score the comet image obtained from buccal mucosa cells. There are two
main challenges for this problem domain: (1) comet images obtained from buccal
mucosa cells are not like ideal cells since there is a swab activity; (2) the dataset is
very tiny. One of artificial intelligence algorithms that could be used to solve image
classification problems are Convolutional Neural Network (CNN). CNN is a machine
learning method that is designed to process visual information [6–10]. CNN could
classify an image based of the patterns learned at the training image sets. The learned
patterns then could be used to classify new images. CNN has good performance with
a big dataset, while our comet image dataset is super tiny. Therefore, we present a
transfer learning based convolutional neural network (CNN) model to classify comet
images to measure the level of DNA damage. This work is an extended version of
authors’ work [11].

2 Data and Methods

2.1 Comet Assay Data

The used comet assay images are cropped image from a microscope slide images of
buccal mucosal cells. The total number of images are 73 images. There are 5 levels
of the DNA damage. Level 0 represents the lowest damage (the best DNA) while
level 4 represents the highest damage (the worst DNA). Those levels are represented
as classes in our classification models. Example of comet assay’s microscope slide
image and samples of comet assay images for each class could be seen in Figs. 1 and 2.

2.2 Pre-processing

In this research, there are 5 stages of pre-processing that produced 2 type of datasets:
(1) dataset without data augmentation, and (2) dataset with data augmentation. Pre-
processing stages are as follows:

Image Size Normalization Image size normalization uses the Gaussian Pyramid
Multi-Scaling Analysis [12] process to expand or reduce the size of image to get as
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Fig. 1 Comet assay’s microscope slide image

Fig. 2 Samples of comet assay images for each class
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Fig. 3 Comet assay’s
segmentation

close to 100×100 pixel. After that a resize process is done using bilinear interpolation
to reach 100 × 100 pixel.

Noise Data Removal Removing images from each class with a similarity percentage
to other images in the same class with lower than the predefined similarity threshold.
This process is used because the size of dataset are very small, so if the noise images
are learned, there will be no other image that could be used to validate if the images
are from the respective classes.

Image Segmentation Comet assay objects are separated from the background or
other comets inside the image. This process is done to ease the machine learning
model at learning the comet assay images. Segmentation is done by using threshold
parameter at HSV color space. An example of the segmentation result could be seen
at Fig. 3.

RGB Color Space Conversion to Grayscale Color Space Converting the image’s
RGB color space to Grayscale color space because for the most part of the image,
only Green dimension of the RGB has positive values, meanwhile the Red and Blue
dimension are zeroes.

Data Augmentation Some of the augmentations used are horizontal and vertical
flipping, random cropping, random distortion, and resize. Each classes are augmented
to 50 samples per class.

2.3 Classification Models

In order to get good accuracy from such a super dataset, in this research we tried
several classification models that could process image data, as follows: (1) Ordi-
nary Convolutional Neural Network, (2) CNN-Support Vector Machine, (3) Transfer
Learning (our proposed method).

Ordinary Convolutional Neural Network (CNN) CNN is one of deep learning
algorithm variants that is used to process 2 dimensional data. Some parameters that
affects a CNN models are convolution layer, pooling layer, activation function, data
being used, and how the training is done. Architecture of the CNN model used in
this research is represented in Table 1 and Fig. 4.
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Table 1 Specification of the CNN model

Layer Information

Input layer Image size 100 × 100

Convolution layer 64 filter, size 15 × 15

Pooling layer Size 2 × 2, stride 2, 2

Convolution layer 256 filter, size 11 × 11

Pooling layer Size 2 × 2, stride 2, 2

Dense layer 1024 neuron

Dense layer 1024 neuron

Dropout Dropout rate � 0.2

Output layer Softmax with 5 neuron

Fig. 4 The architecture of CNN model

The training process is done using the error value calculated from a loss function
that is cross entropy and accelerated using ADAGRAD optimizer.

CNN-Support Vector Machine (SVM) SVM solves problems by making N − 1
hyperplane to separate data features with N feature dimensions [13]. Hyperplane
or support vector is a line that separates features with as wide margin as possible.
Each data will then be categorized into a class according to it’s features from the
hyperplanes.

Some parameters that affect SVM with RBF as kernel are C and gamma that was
tuned in this research. C is a parameter that affects the magnitude of penalty given for
each of the misclassified data, meanwhile gamma is a parameter that affects how far
the influence of single training example reaches. Best parameters of the SVM model
are obtained by using Grid Search. The range of parameters used at grid search is
shown in Table 2. The input of SVM in this research is same with the input of the
first dense layer at CNN model.
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Table 2 Range of parameters used at grid search

Parameter Range

C [0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1, 1.1, 1.2, 1.3, 1.4, 1.5, 1.6, 1.7, 1.8, 1.9, 2]

Gamma [0.0000001, 0.000001, 0.00001, 0.0001, 0.001, 0.01, 0.1, 1]

Fig. 5 Classification process using transfer learning

Transfer Learning Transfer learning or inductive transfer is a technique that
focused at storing knowledge obtained from solving a problem and applying it to
another problem. Transfer learning can be applied at deep learning if a feature learned
by a model is general enough to be applied at a target data.

There are two kinds of approach that could be used in transfer learning, that is (1)
building a model from scratch and (2) using a pre-trained model. In this research we
use a pre-trained model of VGG16 and VGG19 architecture that had been trained
on ImageNet dataset which includes 1000 classes [14]. To be able to use the transfer
learning model’s outputs at classifying comet assay, we used VGG16 and VGG19
outputs as an input at the next classifier that is Multi Layer Perceptron with 1 hidden
layer or a Support Vector Machine to get the desired 5 class. Classification process
using transfer learning is shown at Fig. 5.
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3 Results and Discussion

3.1 Experiment Configuration

For every classification models being tested, 2 types of datasets are used, that is: (1)
dataset without data augmentation which includes 61 images, and (2) dataset with
data augmentation which includes 250 images. Validations are done using k-fold
cross validation with a k value of 4. This research is implemented in Kubuntu 16.10.
The CPU is Intel Core i7-6700 CPU @ 3.40 GHz with 16 GB of RAM and only for
Ordinary CNN, we use parallel processing with GPU 1080 Ti.

3.2 Results of Ordinary CNN

For the CNN model, testing is exclusively split into 2 parts, which is: (1) testing
of parameters related to the quantity of data which includes data augmentation and
batch size, and (2) testing of parameters related to the training time which includes
learning rate and step size.

The average time of the tests is directly proportional to the size of batch size being
tested. Results of data augmentation and batch size tests are shown at Table 3. It is
also shown in batch size tests that batch size affects the stability of accuracy and
loss function in the training, wherein larger batch size will decrease the amount of
change done for each step. From the results obtained from data augmentation and
batch size tests at the CNN model, it is shown that unaugmented data has higher
accuracy compared to data with augmentations. Furthermore, for the dataset with
such a small number, which is 75% × 61 � 45 training data, the best batch size to
use in this case is 1 or we could say that the best method for this case is using online
learning.

From the results of learning rate and step size experiments, represented at Table 4,
it is shown that the best learning rate is 0.00001, whereas using 0.0001 results is a
nonoptimal learning while using 0.000001 makes the learning process too slow and

Table 3 Data augmentation and batch size tests results

Batch size Data Accuracy Average time (s)

1 No augmentation 0.634615406 237.25

Augmented 0.500000015 239.5

10 No augmentation 0.519230783 291.25

Augmented 0.442307696 285

20 No augmentation 0.557692327 291.25

Augmented 0.519230783 291.25



286 Afiahayati et al.

Table 4 Learning rate and step size tests results

Learning rate Accuracy (500
steps)

Accuracy (1000
steps)

Accuracy (1500
steps)

Accuracy (2000
steps)

0.0001 0.40385 0.4423 0.40385 0.403846167

0.00001 0.5 0.5577 0.538475 0.557725

0.000001 0.365375 0.403825 0.3846 0.403825

Table 5 Best parameter and result of SVM model in CNN-SVM

Data Accuracy C Gamma Average time (s)

No augmentation 0.62295082 1.1 1.00E−07 36

Augmented 0.568 1.5 1.00E−07 345

results in another nonoptimal learning. Too small of a learning rate also results of
being stuck in local minima. Size of step size used in this tests isn’t too relevant
because the step size needed depends on the size of the learning rate.

3.3 Results of CNN-SVM

For the CNN-SVM model, it is shown that most of the tests with unaugmented data
results in higher accuracy compared to tests with augmented data. For the gamma
parameter, high values result in an optimal model, while small values result in an
overfitting model. Furthermore, optimal C value ranges around 0.7–2, so we could
say that the penalty given to each misclassification is quite small. The best results of
both parameter tests are shown in Table 5.

3.4 Results of Transfer Learning

Transfer Learning model produces the best accuracy compared to the previous mod-
els. Similar to previous models, classifications using VGG16 as a feature extractor
also results in higher average accuracy when using unaugmented datasets compared
to using augmented datasets. From the 4 types of classifiers used to process VGG16’s
output, it is shown that 1 hidden layer MLP with 300 neuron results in the highest
average accuracy. Results of MLP and SVM classification with VGG16 as a feature
extractor is shown at Table 6.

Lastly, different from other models’ results, Transfer Learning using VGG19 as
a feature extractor produces higher accuracy when using augmented datasets rather
than unaugmented datasets. This could be caused by 3 extra weight layers that is
owned by VGG19 therefore VGG19 could store more features from more data.
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Table 6 Results of transfer learning using MLP and SVM as classification methods with VGG16
as a feature extractor

Data/architecture SVM MLP 100 MLP 300 MLP 500

No augmentation 0.6202 0.7049 0.7049 0.639

Augmented 0.6272 0.664 0.68 0.604

Table 7 Results of MLP and SVM classification with VGG19 as a feature extractor

Data/architecture SVM MLP 100 MLP 300 MLP 500

No augmentation 0.6238 0.6557 0.623 0.623

Augmented 0.6356 0.692 0.668 0.56

Table 8 The accuracy comparison of the overall classification model and OpenComet software
[15]

Data/architecture CNN CNN-
SVM

Transfer
learning 1
(VGG16-MLP)

Transfer
learning 2
(VGG19-MLP)

OpenComet

No
augmentation

0.635 0.623 0.705 0.656 0.115

Augmented 0.519 0.568 0.68 0.692 –

From the 4 types of classifiers used to process VGG19’s output, it is shown that 1
hidden layer MLP with 100 neuron results in the highest average accuracy. Results of
MLP and SVM classification with VGG19 as a feature extractor is shown at Table 7.

The overall model is also compared with the most frequently used, free comet
assay analysis software, OpenComet [15]. The data used for OpenComet is same
with data for all of our models. The results are represented in Table 8. Our transfer
learning 1 model has the highest accuracy compares to other methods. Our transfer
learning model gives an accuracy 70.5%, while CNN-SVM gives 62.3% and ordinary
CNN gives 63.5% and Open-Comet gives an accuracy 11.5%. CNN model trained
with the original comet assay’s data gives lower accuracy if compared to transfer
learning model that is trained using other dataset (ImageNet), which proves that
kernel learning as a feature extractor in Convolutional Neural Network could be
done using other dataset with no correlation to the target dataset [16].

4 Conclusion

In this paper, we have classified comet assay images from buccal mucosal cells with
super tiny image dataset using several machine learning-based classification models.
The CNN model trained with the original comet assay’s data gives lower accuracy
than the transfer learning model trained with other dataset. Kernel learning as a feature
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extractor in CNN could use features obtained from learning other dataset at the target
dataset, so transfer learning could be used at cases where the target dataset size is
too small. Our transfer learning model has the highest accuracy compares to other
methods. Our transfer learning model gives an accuracy 70.5%, while CNN-SVM
gives 62.3% and ordinary CNN gives 63.5% and Open-Comet gives an accuracy
11.5%. Our transfer learning model is promising for comet assay for buccal mucosa
cell and super tiny dataset.
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The New Approach to Detect Scar
Healing

Lukas Peter, Antonino Proto, Dan Kamensky and Iveta Bryjova

Abstract The work is focused on the creation of test equipment to verify correct
operation cardiotocograph. To simulate the heartbeat of the fetus and the mother
was used relay element driven with electricity for AC switching at two selected
frequencies to verify the correlation capabilities of commercial cardiotocography. It
was done by several commercial device types with specific results.

Keywords Skin colorimeter · Beta prototype · Burn scars · Measurement of skin
colour · Hypertrophic scars · Keloid scars

1 Introduction

Nowadays, there are only a few technical devices that make it possible objectively
evaluate one or more aspects of the scar. The most common parameters that have
been evaluated in recent years using objective technical methods, are the thickness,
relief, yield, area and color to which this work is focused.

A clinical evaluation of skin pathology is required to select a diagnostic device
(scars) by a doctor and setting a treatment plan. On this basis, you can choose the
appropriate diagnostic devices to help your doctor clarify the correctness of the
proposed therapy. In this case, it is mainly about type of scar (hypertrophic, keloid,
atrophic) or type of skin lesion.
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2 Problem Definition

The measurement principle is based on reection red and green light, since oxy-
hemoglobin has absorption in the spectral part between 520–580 nm, which is an
absorption band of green light. This light is much more absorbed than red, which
is reacted to the observer, indicating the possibility of calculating the erythema and
melanin index, because the difference between the reflected red and green light are
getting the necessary values [1].

Deep burning leaves permanent consequences in the form of scars, which are
in 30–70 % hypertrophic. And patients considerably individualize. Hypertrophic
scars are elevated, painful, red, stiff and itchy, functional and aesthetically unsat-
isfactory [2]. Do not exceed the limits of the original wound as opposed to scars
keloid, which grows into the neighbourhood. The treatment must be long-term and
complex (pressure massage of scars, local scouring with anti-scratch, elastic pressure
jerseys, laser therapy). All treatment is always with individual effectiveness.

Clinical evaluation of scarring status and development is most common in burn
medicine uses the so-called Vancouver Scar Scale (VSS) to score flexibility, pigmen-
tation, height and vascularization [3]. Clinical evaluation of scars is always influenced
by choice the evaluator, i.e., always to some extent subjective. Therefore, objective
methods, for example, cutometry that measures the viscoelasticity of scars and their
development over time. Thus, the effectiveness of the chosen treatment type can be
assessed objectively. Unfortunately, cutometry method is expensive and it can be
used in all of cases.

3 State of the Art

Clinical research in [1, 4] has found that the incidence of skin cancer in adulthood
is narrow association with ultraviolet radiation in childhood, this dependence was
unavoidable to investigate and determine the effect of UV radiation on the color
changes of children’s skin. Color space CIELAB was used to evaluate colorimetric
records. Values were recorded for each season. Each subject was measured in six
parts of the body. On left and right legs, left and right hands, forehead and armpits
that were measured as a control part of the body, which is not exposed to direct
sunlight for most of the time. The results showed that the largest color change in the
skin occurred in the area of the forearm and the smallest in the area of the armpits
and forehead (this is justified by the fact that a total of 30 subjects had hair across
the forehead). The results of the clinical trial are based on preventive measures for
the problematic areas of the body, especially during the period summer months.

The research [2] was focused on design development of a device that would be able
to diagnose decubitus in its early stage (decubitus in this stage are the best response
to therapy). This device is composed of LEDs, photodiodes and microcontrollers.
Fast and accurate data collection is provided by the software. The principle is based
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on optical imaging spectroscopy using 5 LEDs of wavelengths (463.7, 532.1, 596,
657, 949.4 nm) and phototransistors. The principle of measurement is based on the
detection of changes oxyhemoglobin (HbO2) and deoxyhemoglobin when applied
to skin pressure.

The device was constructed from three prototype parts. The first two served to
design circuits for LED control. The third one was to construct the final sensor,
which was of a circular shape with a diameter 5 cm. Five LEDs were placed around
the circuit, in the center of the phototransistor. This whole sensor was lined with
black matte paper to block ambient light signals and remove it possible noise of the
detected signal. Individual LEDs are covered with white paper around the circuit so
that they do not affect each other. This avoided any possible deviations.

The instrument was tested on the upper limb. First, measurements were made
for the bony part of the hand, in the elbow area and then on the palm. The indi-
vidual measurements are always the same the site was measured with pressure
application and subsequently without pressure for 15 s, and for individual’s light
(hypopigmentation) and dark (hyperpigmentation) pigmentation. The results showed
that the device is able to distinguish between colors that are very similar to each
other, which was tested during the measurement two almost identical shades of the
red spectrum, when the device showed fine variations in quantity reflected light.

Possibility to measure skin pigmentation pigmentation by colorimetric or spec-
trophotometric or image recognition algorithms is real. Subjective methods of eval-
uation of color changes of hypertrophic scars after burns trauma are abundantly
described in specialized articles published in the world’s impact logs. However, the
method of detecting skin color in an objective manner doesn’t exist.

4 Implementation of the New Solution

Several factors influenced the design of the skin colorimeter.

• Simple control
• Low cost device
• Portable device
• Suitable shape and color for medical technology
• Usability in clinical practice

According to these requirements, a prototype was designed to meet these
parameters.

DSC1 (Detection of Scar Colour) was selected as a name for the device. The
DSC1 prototype is composed of basic electronic and optical components that are
collectively capable of detection different color shades. The primary objective of
this release was to test whether low cost optical devices can be used components
provide the corresponding intensity of incident light and the light reflecting light.

For the proper DSC1 functional page, it was necessary to determine the basic
components that they should have to be included in the beta. From a technical point
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Fig. 1 The sensor was connected to LCD display and to the Arduino development board to show
values of RGB directly on LCD display in real time

of view, they are an electronic system, an optical system and appropriate software.
From the user point of view necessary to provide simple controls and a clear view of
the processed data. This DSC1 prototype is important in terms of long-term research
goals and provides research of technological requirements needed for successful
operation of the final version of the device.

In the framework of the implementation of the first generation of the device,
several basic electronic ones were used components color sensor and Arduino UNO
development board with the ATMega328 microprocessor, the F/F Arduino jumpers,
M/M and LCD (Fig. 1).

4.1 Colour Sensor TSC230

It is a programmable color sensor that can detect any number of colors it works on the
level of light intensity conversion on the frequency. It consists of 4 LEDs placed in a
square arrangement and so-called RGB fields. This field is located exactly in center
of the sensor and is composed of 64 silicon photodiodes. In each of these photodiodes
are placed 3 filters, first for detecting red (RED) light intensity, second for blue color
detection (BLUE), third for Green (GREEN), and the last 16 photodiodes are without
a white filter lighting.

Sensor functions are based on the progressive scanning of individual reflected
light photodiodes. The output is a rectangular waveform, the frequency of which is
given by the generated current, field a photodiode that is proportional to the intensity
of the reflected radiation.
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Frequency ( f 0) expressed by sensor detection function is described by the fol-
lowing formula.

f 0 = f d + (Re.Ee) (1)

where f 0 output frequency, f d is the output frequency for dark conditions, i.e., if
Ee = 0, which is the result of escaping currents, Ee(mW.cm2) Is the intensity of
the incident radiation and (Re(k H z.mW/cm2) is the response of the sensor for the
wavelength of the given light. Because it is f 0 directly proportional to the frequency,
it is possible to convert this frequency into RGB color model. It is possible to clearly
define two possible points—absolutely black, which is described by zero with the
coordinates [0, 0, 0] and in this case represents the dark conditions of the constant
f d, and the absolute white [255, 255, 255], which is the maximum RGB limit ( f w),
also called white balance. These points form the RGB range [0–255]. Thanks to these
parameters, it is possible to express the relationship between frequencies and RGB.

Fig. 2 Whole hardware part was placed into developed plastic case

Fig. 3 Left—view of the sensor cover. Right prototype of DSC1
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It is based on the straight line equation. The absolute value of RGB is possible to
evaluate from the equation:

x = 255( f 0 − f d)

f w − f d
(2)

It was necessary to create a sensor shield against the outside illumination (Fig. 2)
from a suitable material so as to be suitable for putting the device on the patient’s
body to make it did not irritate and maintained a constant measurement distance
(Fig. 3).

5 Clinical Tests

Verification of the reliability and accuracy of the device has been performed in three
clinical cases.

5.1 The First Patient

In the first case, a 28-year-old man was tested who is a hypertrophic scar patient in
the dorsal region of the right arm (Fig. 4). 10 measurements were made for the hand
scarred for the left hand, thus without disability.

Fig. 4 In the left—dorsal scar on the left arm. In the right—a healthy part of the right arm right
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In the case of the first patient, it is clear from the results that the DSC1 showed
different results when measuring the healthy and scarred area. The most frequent
repeat values for the scar area were R = 179 five times, G = 58 four times, and B =
33 four times as well. The largest deviations for this area were R = 12, G = 9 and
B = 3. The smallest deviation for R = 3, G = 1, B = 1. For R, the number did not
match, G = 67 three times, B = 38 three times. The greatest deviation for R = 19,
G = 9 and B = 29. The smallest deviation for R = 3, G = 1, B = 2.

5.2 The Second Patient

In the second case, test was performed on a patient who was at the FNO Burning
Center. A man of an older age. It was marked by extensive hypertrophic scarring
that was caused by the effects of a high-voltage electrical current, a 15-year-old scar
(Fig. 5). Measurement proceeded under constant conditions, temperature 22.8 ◦C,
relative humidity 30.7%. Testing was performed for each affected and healthy part
of the body separately and the number of repeats was 10.

The second patient compared 3 scars with surrounding healthy tissues. Measured
areas: left shoulder, right thigh and dorsal part of left leg. The measured values for
the left-arm hypertrophic scar coincided with R = 156 twice, G = 73 twice and B =
65 twice. The greatest deviations R = 10, G = 18, B = 7, and the smallest measured
deviations R = 1, G = 4, B = 1, 3 = 3 times, R = 184 three times, G = 105 three
times. The greatest deviations R = 3, G = 3, B = 3. The smallest deviations R = 1,
G = 1, B = 1. Right scarred thigh. Match: R = 124 three times, G = 70 five times,
B = 67 four times. The greatest deviations: R = 18, G = 7, B = 8. The smallest
deviations: R = 1, G = 1, B = 1. The right leg of the thigh. Matches: R = 131 three
times, G = 70 five times, B = 63 five times. The greatest deviations: R = 6, G =
3, B = 3. The smallest deviations R = 1, G = 1, B = 1. Dorsal scarring of the left
leg. Match: R = 128 three times, G = 72 four times, B = 68 four times. The greatest

Fig. 5 In the left—scar on the shoulder. In the right a hypertrophic scars on the right thigh
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deviations: R = 9, G = 15, B = 33. Smallest deviations: R = 1, G = 1, B = 1.
Match: R = 137 three times, G = 76 three times, B = 69 three times. The greatest
deviations: R = 20, G = 10, B = 8. The smallest deviations: R = 1, G = 1, B = 1.

5.3 The Third Patient

The last patient did not have a traumatic trauma, involved in this test was due to
its higher pigmentation, and thus a good example for comparison with other results.
There were clearly identifiable changes in values, especially for parameter R, which is
almost doubled. This phenomenon is due to the higher pigmentation of the individual,
the more it absorbs the red color, and thus there is a smaller detection of the reflected
color. In this case, the most frequently recorded values and their number of repetitions
for 10 measurements were as follows, R = 83 four times, G = 53 four times, B =
45 six times. The deviations that were measured at the highest value were R = 4, G
= 7, B = 5 and the smallest R = 1, G = 1, B = 2.

6 Discussion

From the measured data, it can be deduced that the device can detect a change
when measuring a healthy and scarred area. Testing performed on the non-exposed
part showed much smaller variations than scarred parts, which is probably due to the
topographic smoother surface of the skin. However, the measurement was influenced
by several factors. The greatest variations could be caused by a slight change in the
position of the colorimeter and also by the pressure that has been developed at the
various times. Last but not least, the results certainly marked the degree of hair. This
is shown in particular by the results of the third patient who had the highest number
of hair in the area of the left leg.

The analysis of the results also results in the measurement inaccuracies that have
already affected the aforementioned factors. To achieve the maximum accuracy of
the measurement, it would be necessary to maintain the constant pressure of the
colorimeter, which would probably be possible using the spring. In addition, provide
shave of the hair of the site and set the exact place of contact with the skin. For
further clinical measurements, it would be advisable to follow these conditions in
order to determine the exact errors of the device. The total size of the device would
be possible in the future by developing a PCB that would disable the Arduino Uno
development board and use only its ATMega328 chip, whose area is many times
smaller. The last change would be to power the unit directly from the mains (230 V).
The frequent replacement of the 9 V battery is unnecessary and unpractical today.
An alternative would therefore be to regularly charge the battery from an external
power source, that is, from the socket. One of the conditions of use of the device
is temperature dependence. The LCD display used with DSC1 is not adjusted for
temperatures below 0 ◦C. If this condition is not met, the crystal may freeze and the
LCD display may be compromised. Therefore, it is important to use this prototype
above 0 ◦C.
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7 Conclusion

This paper deals with one of the possibilities of objective evaluation of the level
of pigmentation hypertrophic scarring after burn injuries. Hypertrophic scars arise
especially in terrain at a high degree of burns, where epidermis and dermis are
destroyed, and are the most common complication of burn trauma. The prevalence
of hypertrophic scarring worldwide is very high.

Evaluating scars using defined rules and scoring scans is inherently subjective. It
depends on the experience and skills of the assessing physician, and to some extent
limits the validity of this assessment. The result of a physician’s subjective view is
often limited to determining the level of “scarring” of the scar, and the evaluation
results in a hyperpigmented or hypopigmented scar. The appearance of a scar in a
subjective assessment can be influenced by ambient light or heat effects, pressure
effects of special jerseys, pressure massage or local application of healing agents
(creams, ointments, gels) that scars moisturise, soften and help to relieve hypertrophy.

From the acquired theoretical and practical knowledge, a device has been devel-
oped that is able to objectively detect the color of the skin and quantify it numerically
according to the color space level (R—red, G—green, B—blue). From clinical test-
ing, guidelines (correlation of subjective evaluation with objective skin colorimetry)
for a given clinical site will be possible.

Verification of the measuring instrument (skin colorimetry) in clinical practice
has clearly demonstrated its functionality and benefit in the objective clinical trial of
pigmentation of hypertrophic scars after thermal trauma. Testing of the instrument
provided information about the accuracy of the measurement and some deficiencies
were evident. The device will also be clinically tested under experimental conditions
such as the influence of ambient light and thermal (and local) conditions, drugs
applied to the skin, the effect of laser therapy and general therapies. The results
will contribute to the development of an extended version of the device, which will
be a fully-fledged clinical tool for monitoring the treatment, its success and the
setting of optimal therapy with minimal patient burden, all of which are economically
acceptable conditions.

It is possible to say that past measurements using the created skin colorimetry
have provided clinical opportunity to objective the process of assessing the level of
pigmentation of hypertrophic scarring. The possibilities of using this skin colorimeter
are not limited to assessing the pigmentation of hypertrophic scarring but can also
be used to monitor the effects of pharmacological treatment applied to the skin or
practices where skin color identifies the efficacy of the treatment and detects even
the slightest advances in therapy.

Acknowledgements The work and the contributions were supported by the project SV4506631/
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Correction of the Eye Fundus Blood
Vessels Images

Janusz P. Kowalski, Grzegorz Galant, Jakub Peksinski
and Grzegorz Mikolajczak

Abstract Analysis of the photographs of the fundus of the eye is a significant diag-
nostic method used in many medical specialisations. Visible retinal vessels are the
only ones in the human body which may be seen with the naked eye. Their condition
is the reflection of the health status of various organs and systems. In spite of the
appearance of more advanced eye diagnostic methods, the analysis of retinal vessels
based on photographs is still being developed. The authors propose increasing of the
diagnostic sensitivity through digital filtration of the photographs with the use of a
nonlinear order-statistic filter. The obtained results have explicitly indicated a sig-
nificant increase in readability of the processed images in comparison to the original
ones.

Keywords Image processing · Retinal vessels · Fundus of the eye

1 Introduction

The image of the fundus of the eye provides information on the human health con-
dition. Pathological changes visible in the photographs are related to eye diseases
or are symptoms of diseases of other organs and systems. Such changes are visi-
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ble in the choroid, the vitreous humour and the retina. The source may be a local
eye disease or, for instance, a distant inflammation or cancer. The analysis covers
the morphology of the blood vessels of the retina and the choroid as well as the
optic nerve disc. Due to its structure and function, the retina enables ophthalmic,
neurological, laryngological, internal medicine and haematological diagnosis.

Analysis of the retinal vessel morphology, occurrence of retinal artery spasms,
retinal arterial embolism, retinal vein thrombosis, retinal vessels inflammation, retina
or choroid angiomatosis are only examples of the analysis of the vessels of the
fundus of the eye. The causes, on the other hand, may be e.g. atherosclerotic lesions,
hypertension, poisonings, inflammations or vegetative disorders [1].

A range of neurological lesions in the brain and the spinal cord first reveal their
symptoms in the retina, e.g. Parkinson’s disease, Alzheimer’s disease [2], ischaemic
stroke [3] (microvascular changes suggest a possibility of recurring vascular episodes
following an ischaemic stroke). Thus, examinations of the fundus of the eye are also
carried out with a view to diagnosing neurological diseases. Many authors point to
retinal vessels as the only source of knowledge about changes in small blood vessels
of muscles, skin or microvascular structures of the brain. Direct evaluation of small
blood vessels of the brain is currently not possible. Nevertheless, it is the evaluation
of retinal vessels that provides information on the condition of brain vessels [4].

Pathological changes caused by diabetes—diabetic retinopathy—are clearly vis-
ible in the image of the fundus of the eye. This enables determination of the stage of
the disease. On the other hand, the appearance of drusen may suggest an early stage
of AMD.

The above mentioned examples of using the analysis of the fundus of the eye
are only some of the areas where this diagnostic method is applied. They show
how significant it is as regards diagnostics in many medical specialisations. An
important element of this analysis is evaluation of the health condition based on
photographs. The appearance and development of other diagnostic methods, like
e.g. optical coherence tomography or optical coherence tomography angiography,
have not resulted in abandonment of diagnostics based on photography. Photography
is an alternative for more expensive examinations such as coherence tomography. The
data concerning renal imaging modality in [5] indicates a quantitative advantage of
the use of renal fundus photography in examinations of retinal vascular parameters.

2 Proposed Method

Analysis of images and recognition of the elements within them, particularly per-
formed automatically in decision support systems, are conducted with the assumption
that elements of the image with identical colour and brightness belong to the same
class. Disturbances in the uniformity of illumination throughout the image, caus-
ing regional variations in brightness, may cause difficulties in distinguishing of its
elements or even be a source of false interpretation.
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The phenomenon of uneven image illumination can be observed in the pho-
tographs of the fundus of the eye. The distribution of light intensity depends on
the position of the light source in relation to the patient’s eye. This distribution is
also influenced by the shape of the fundus of the eye, which can be compared to a
semi-sphere, and a small opening of the pupil (despite its dilation before the exam-
ination) through which the surface under examination is illuminated. Shadows in
poorly lit areas make it difficult to analyse the shape and course of blood vessels.
In addition, the analysis is hampered by the similar colour of blood vessels and the
background on which they occur. Adjustment of the light, especially with colour
correction of the photography elements, is a way to increase the readability of the
photographs of the fundus of the eye.

A method that enables a significant reduction of global illumination unevenness is
the so called background illumination modelling. The background is a smooth image
with the same unevenness of illumination as the processed image. It is assumed that
objects in the image are represented in the domain of higher frequencies, while
low frequency variable illumination is manifested mainly in low frequencies [6].
Depending on the characteristics of the recording device, the background image is
subtracted from the source image or the source image is divided by the background.

The study used the rank-based levelling method. This is due to the properties of
a photograph: the variation in background illumination is so large that it cannot be
modelled with a relatively low degree polynomial, whereas the background level is,
depending on the region, brighter or equal to the level of the objects to be separated
(blood vessels).

Background separation was performed with the use of a nonlinear order-statistic
filter. As the aim was to reflect the illumination, a filter was used the response of
which is 100th percentile of a ranked set of the values of the pixels contained in the
area encompassed by the filter’s spatial mask. It can be expressed by:

g(x, y) � MAX[v: v � {v(r )}, r � 1, 2, . . . , m × m] (1)

where g(x, y) is the resulting value of the central pixel with the coordinates (x, y) of
the area encompassed by the filter mask of size m × m, and v is the one-dimensional
vector of the pixels illumination, sorted in ascending order according to their values.

Estimation of the illumination level for a pixel is a function of illumination and
reflectivity. Both quantities are variables of a local nature. Since this chosen method
takes into account a local variation, order-statistic filtering is locally adaptive. This
has resulted in more efficient modelling of the local light level. The filtration process
was carried out for two arbitrarily selected mask sizes: 3 × 3 and 5 × 5.

The result of the filtration is the distribution of background illumination g(x, y).
In order to correct the disturbed uniformity of illumination throughout the image, the
distribution obtained was subtracted from the source image. Calculations were done
on colour images decompressed into RGB space. Separate, independent filtration
in each RGB channel enabled obtaining of the distribution of background illumi-
nation for each component, which enabled independent corrections for each of the
components. The last step of the processing was gamma correction.
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3 Experimental Results and Discussion

The results of the performed operations are presented in Figs. 1, 2, 3, 4, 5 and 6.
Figures 1–3 show the correct image of the fundus of the eye. The subsequent ones

are an example of processing the photographs where pathological changes are visible.
The lesions occurring in the recorded images were not masked with the proposed
processing method, but emphasized.

Figure 4 presents druzen, being senile and sclerotic lesions, which do not impair
the visual function but may cause damage to the retina itself. They are visible as
small shiny spots under the retinal vessels. In processed photographs, their image is
clearer.

The blood extravasation is visible in the photographs as a dark area, masking the
blood vessels within its range (Fig. 5). After processing, the image of blood vessels
hidden in the original photograph by the extravasation was shown clearly and the

Fig. 1 Images of the fundus of the eye: original (on the left), processed (on the right)

Fig. 2 Images of the fundus of the eye: original (on the left), processed (on the right)
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Fig. 3 Images of the fundus of the eye: original (on the left), processed (on the right)

Fig. 4 Images of the fundus of the eye: original (on the left), processed (on the right)

Fig. 5 Images of the fundus of the eye: original (on the left), processed (on the right)
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Fig. 6 Images of the fundus of the eye: original (on the left), processed (on the right)

extravasation border was marked. Another example is lipid degeneration of the retina,
which was also emphasized in the processed image (Fig. 6).

As the objective was to improve the diagnostic capability, verification involved
assessment of the difference in readability of source and processed images performed
by physicians. In each case, regardless of the source of the original image—current
or archival, they confirmed a significant increase in the readability of the results
obtained.

4 Conclusions

The use of colour fundus photography for long-term follow-up of retinal nerve fibre
layer cleavages is described by Hsia et al. [7]. Photography is used except for basic
ophthalmic examinations, optical coherence tomography and visual field analysis
to investigate the structural and functional characteristics and change of the retinal
nerve fibre layer cleavages in glaucoma patients and suspects. Marupally et al. [8]
use digital colour fundus photographs in diagnostics of diabetic retinopathy, which
is one of the main causes of blindness.

The aim of the study of Benson et al. [9] was to describe dynamic colour change
in retinal vessels due to externally applied ocular pressure in a 6-week-old infant
with lipemia retinalis secondary. The research was conducted with the use of colour
photographs of the fundus.

The accurate segmentation of the vessel is the prerequisite step for automated or
computer-aided diagnosis systems. A clear image of all central and peripheral vessels
is essential for proper functioning of the HDSS system. Jiang et al. [10] describes
the problem of segmentation of the retinal vessel tree from full-size images. The
same problem, also in the context of machine learning, resulting from the ambiguity
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between the image of thick and thin vessels, is indicated by Yan et al. [11] or Yang
et al. [12].

Another example of using digital photos of the eye is examination of the retinal
vessel calibre at delivery and one-year post-partum of women who have had pre-
eclampsia during pregnancy. The observed changes may reflect a permanent, long-
term microvascular dysfunction [13].

Cheung et al. [14] point to limitations of current neuroimaging technology direct
in vivo visualization of the cerebral small vessels. Nevertheless, thanks to similar
embryological origin, anatomical features, and physiologic properties of the cere-
bral small vessels and the retinal vessels, the latter reflect condition of the cerebral
vessels. The authors use this dependence by applying ocular fundus photography in
neurological diagnostics. The research conducted by the authors suggests that the
image of retinal vascular changes seen on fundus photography is strictly related to
stroke and dementia. McGrory et al. [15] describes inconsistent pathological changes
observed in fundus camera imaging as regards vessel caliber, tortuosity, and fractal
dimension, which are typical for dementia. Perez et al. [16] not only describes a
huge potential of retinal photography for neurology or emergency medicine, but also
points to the possibilities of using a digital form of photographs in telemedicine.

The significance of the image of the fundus of the eye in the work of emergency
department physicians is described by Bruce et al. [17, 18]. Photographs are recorded
without the use of a dilation agent, which results in worse illumination of the fundus.
Photographs are placed on the electronic medical record for emergency physician
review. The image obtained is the basis for diagnosis. Simultaneously, due to the
nature of the work of emergency physicians, nonmydriatic ocular fundus photogra-
phy is a very frequently used method as an alternative to mydriatic ocular fundus
photography.

Current world literature shows that, despite the development of new, very
advanced diagnostic methods, such as optical coherence tomography, the analysis
of blood vessels based on photographic images of the fundus of the eye, as a diag-
nostic method, is used and develops in many medical specialisations. The proposed
method of image processing increases the sensitivity of blood vessel analysis based
on a photograph, regardless of its use by specialists in various areas of medicine.

The evaluation of the proposed method includes a medical and economic aspect.
Resulting from the emphasizing of the peripheral parts of the retina, it is also possible
to assess this part of the fundus of the eye, which is especially important in the
diagnosis of diabetic retinopathy and other diseases causing retinal ischemia.

Taking into account the criterion of inconvenience for a patient, it should be
emphasized that the analysis of the fundus of the eye based on photographic images
is a non-invasive diagnostic method. A patient is given only a medication dilating
the pupils, after which a photograph is taken without any additional interference
in the body. In some cases, the photo is taken even without the use of a dilating
medication [17].

In some examinations of the fundus of the eye, contrast is additionally used as one
of the ways of clearer imaging of blood vessels, but then such tests become invasive.
What cannot be underestimated is the fact that bad tolerance for contrasting agents has
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become more common. The administration of a contrasting agent also involves addi-
tional costs of a pharmaceutical. The proposed method does not require the admin-
istration of a contrasting agent and, thus, it is neither burdensome for the body nor
involves any additional costs, at the same time being a more sensitive diagnostic tool.

Another medical aspect of the proposed method is the ability to assess the progress
of the disease on the basis of a comparative analysis of current and archival images
(patients oftentimes bring their own documentations of the fundus of the eye created
years ago). The source of the image (type of diagnostic apparatus) and the time of its
creation do not matter; algorithm is not a part of the diagnostic system, it operates
as an independent software.

Previous studies have demonstrated the versatility of the proposed method in
relation to different types of eye fundus images. Further studies are focused on
the assessment of the impact of the proposed method on the increase of diagnostic
sensitivity in particular types of diseases.
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Implementation of Decision Tree
Algorithm on Game Agent of First Aid
Educational Game

Gunawan , Asep Nurhuda and Reza Andrea

Abstract Research on first aid educational game is a research development of Drag
and Drop Game type games designed to provide learning how to deal with injured
patients. In this game players must provide treatment to patients affected by various
injuries. The shuffle-shuffling algorithm was applied in this study, with the aim of
making the composition of injured patients invariably scrambled and the game not
monotonous and boring. AI technology (artificial intelligence) is also applied to this
research. Using the Decision Tree modeling method, games that are built will have
game agent characters that will accompany the child to play like a patient, so the
game feels more had a real interaction.

Keywords Educational game · First aid · Game agent · Decision tree

1 Introduction

Education game is one of the implementations of computer science whose devel-
opment has been very rapid. An educational game is also an educative application,
meaning it can be used as a learning medium where the process is done with the
concept of learning while playing.

The learning process using a book or conventional learning stage sometimes
makes students less interested, because the book only displays instructional media
in the form of text, and learning media in the book cannot be visualized so it looks
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boring (not moving, black and white), this can cause children to feel bored and their
interest in learning is reduced [1].

The education of first aid has been ignored in this era of technology. The modern
knowledge of first aid tends to be absent because children’s time is consumed by
playing smartphone games from international developers. The presence of the edu-
cation game is a solution that can bring knowledge and learning of first aid into a
game. This encourages children to keep learning but in the form of playing games.

Implementing educational games as a learning medium can create a fun new
atmosphere in the learning process. Picture and sound make learning process become
exciting. Therefore, this study is conducted to build first aid education game, a game
that teaches children how to provide first aid to injured patients. The game is built in
the type of drag and drop game designed to sharpen memories. Players can use the first
aid tools available in the game scene to provide first aid treatment to the accident
victims. In learning, it requires an instructor or teacher as a student companion
to learn. Thus, the role of companion will be replaced by the game agent [2, 3].
Game agents are intelligently controlled game characters using decision tree logic.
A decision tree can be used in designing AI (artificial intelligence) for games.

The decision tree is known as a technique for modeling phenomena or event-based
conditions. The decision tree is what will make the game characters that accompany
children while playing can think for themselves according to the condition of the
game. Characters can give a happy, angry, or sad response according to the child’s
play style. This research expects the first aid game to be a fun first aid educational
game and it will not make the children bored when playing. It can also be a playing
tool for children that makes them able to learn anywhere through the media game on
android smartphone.

1.1 Problems Identification

The problems identified in this research are:

1. There is no previous research on how to build drag and drop type education game
on first aid.

2. There is not yet first aid educational game that has a companion for the child
while playing in the form of a game agent with AI (Artificial Intelligence) [4–6].

1.2 Purpose of the Research

The purpose of this research is:

1. Create a drag and drop game about first aid.
2. Implement the Decision Tree logic in the form of a frame model to be applied in

the game character agent.
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2 Related Works

Research on games with the same technique has been done before, namely:

1. Game Tree Search Based on Nondeterministic Action Scripts in Real-Time Strat-
egy Games [7]

2. The Tracking Technique of the Object Position in a Game Called “Find
Me!—Bumi Etam” [8]

3. The Tracking Technique of Arena in a Game Called “Find Me!—Earth Etam”
with Random Shuffle Technique [9]

In Barriga, et al. research, Support vector machines (SVMs) are an emerging and
powerful technique in coping with classification problems. However, a lack of rule
generation is a weakness of the SVM model, especially in analyzing sporting results.
This investigation developed a hybrid model integrating the SVM technique and a
decision tree approach (HSVMDT) to predict the results of basketball games, and to
provide rules to aid coaches in developing strategies. The HSVMDT model employed
the unique strength of SVM and decision tree in generating rules and predicting the
outcomes of games. With predicted outcomes of games, and rules yielded from the
HSVMDT model, coaches can easily and quickly learn essential factors increasing
the chances to win games.

In two game research Find Me!, the player must find where the funny character
object “Nguk-Nguk” is hiding. The hiding arena of this cute character cannot be
arranged in a regular level sequence, as this will definitely make the game monotonous
and boring. Arranging the order of the arena to be faced by players in each level,
should be done by random shuffle randomization technique, with the aim of making
the game more challenging.

Differences in this study, the game to be built using the decision tree modeling
method, games that are built will have game agent characters that will accompany
the child to play like a patient, so the game feels more had a real interaction.

2.1 Research Stages

This research is conducted through the stages of multimedia development as follows:

1. Creating the concept of gameplay and the way the algorithm is applied, as well
as collecting game-making materials.

2. The development process of educational game with multimedia system develop-
ment method, from designing to the assembly stage of decision tree implemen-
tation into game system.

3. Installing educational game apps into children’s smartphones and elementary
school teachers.

4. Testing the game to produce satisfactory percentages.
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2.2 Decision Tree of Game Agent

The decision tree is a classification method that uses a representation of a tree structure
in which each node represents an attribute. Its branch represents the value of the
attribute, and the leaf represents the class [10, 11]. The topmost node of the decision
tree is called root. Decision tree is the most popular classification method used. In
addition to its relatively rapid development, the results of the built model are easy to
understand. In the decision tree there are three types of nodes [12], namely:

1. Root Node is the topmost node.
2. An Internal node is the branch node.
3. Leaf node or terminal node is the final node.

From the tree in Fig. 1, the root node is “should they be given plaster”. This is
the first condition of handling injuries in this game. If this condition is True (plaster
handling � True), then the path will lead to leaf node “smile” which means game
agent will give smile expression. Whereas, if the condition is False, then the path
will go to internal node “should they be compressed”. This rule affects the flow of
the expression of the patient (game agent). In leaf node, the game agent will give a
happy expression which means all the wounds have been healed.

Fig. 1 Logic model of
decision tree in the patient:
black diamond symbol is
root node, triangle symbol is
internal node and black
bullet is leaf node
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3 Results and Analysis

“First Aid Care” is a Drag and Drop educational game which is included in the
category of game puzzles that can make players to play while learning in a relaxed
manner. This game is easy to learn or play by the players. The game has simple rules,
and it displays content designed for its users for all ages, especially children. This
game has four menu options in the scene opening that is the introduction of first aid
kit, how to play, play, and the exit menu. Concept is assembled on the interface of
Fig. 2. This Educational game has rules in which players must treat injured patients
by dragging and dropping the first aid kit that has been played by the player. This
Educational game has rules in which players must treat injured patients by dragging
and dropping the first aid kit that has been played by the player. This concept is
assembled on the interface of Fig. 2.

In the first aid kit introduction menu, the players will learn about the function of
first aid kit with its name and pictures (Shown in Fig. 3).

Play scene is a scene where the user plays by giving first aid to the injured patient
in accordance with the instructions given by the doctor. The player must complete
five levels. If the user has finished treating the injured patient, then the user can
proceed to the next level. If the user has completed all five levels, they will enter
the award scene and players can repeat the game from the first level, with each level
being randomized to the number and different types of treatment—so that the game
is not monotonous (Shown in Fig. 4).

Fig. 2 Opening scene first aid
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Fig. 3 First aid learning scene

Fig. 4 Gameplay first aid educational game

3.1 Assembly Rule of Decision Tree

The Decision Tree logic model (Fig. 1 on the previous page) is applied as a pattern
of expression of the patient character on the game. There will be expression given to
the player who has treated the injured patient (Fig. 5).

Decision tree design expression of patient, it implemented to pseudo code below

Function Patient_DTree(){
If (plaster_handling =� true){

Patient_smiley = ”smile”;
}Else if (compress_handling =� true){
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Fig. 5 Expression of the
treated patient

Patient_smiley = ”gloomy”;
}Else if (iodonie_handling =� true){

Patient_smiley = ”cry”;
}Else if (bandage_handling =� true){

Patient_smiley = ”wince”;
}Else if (all_injurry_handled =� true){

Patient_smiley = ”happy”;
GotoSceneandPlay(“Complete_scene”,1);

}Else{
Patient_smiley = ”gloomy”;

}
}

It can be seen in Fig. 6, that the patient can give a sad, happy, wincing, crying, and
happy expression at the time the injury is treated. Pseudo code of the decision tree
logic will make this expression appear based on the action of the player. Figure 6
shown, at the last internal node, if all injury handle is true patient will happy and the
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Fig. 6 The scene interface of completing the treatment

game will show completed treatement scene (see Fig. 6), else patient keep gloomy
and player cannot go to the next level.

All of these appearances and expressions are made with the intention of making
the game interface more interacting with players who are still children, so the players
of this educational game feel accompanied by the presence of game agents.

3.2 Beta Testing

Beta testing is a live app test in an environment that cannot be controlled [13].
The testing was conducted using a simple questionnaire filled out by teachers and
elementary school students. In this study, the beta testing was conducted on 2 teachers
and 8 students who had to answer two questions referring to the gameplay and the
game agent role. Questionnaires are made as simple as possible so that children can
also fill it out.

From the result of beta test in Table 1, it can be calculated for answer “less” with
0, for answer “satisfactory” with 1, and answer “good” with 2. After that, the mean
percentage of respondent value can be calculated (1).

X̄ � 17 × 2 + 3 × 1 + 0 × 0

20 × 2
× 100 � 92.5% (1)

Based on the percentage calculation, the percentage is 92.5%. It means the first
aid educational game is acceptable as seen from the percentage obtained, above the
minimum percentage of 50% (good), and close to 100% (very good).
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Table 1 Result of beta testing

Question Respondent’s questions Total respondents

Good Satisfactory Poor

How is this educational
game?

8 2 0 10

How is the characters of
patient and doctor in the
game?

9 1 0 10

Total answer 17 3 0 20

4 Conclusion

The results of this research, first aid educational game has been built. It is an educa-
tional game that teaches how to treat an injured person in the form of drag and drop
game. The application development is done according to the stage of multimedia
development, starting from concepting the gameplay to the beta testing.

Present the game agent as a companion character when children are playing. The
decision tree applied to the game agent makes a cute expression and it can interact
based on the action-reaction logic of the player’s style. This is what makes the
educational game more interactive to children. We suggest for future work, first aid
educational game can use another method is like behavior tree, finite state machine,
or combination decission tree and finite state machine to make the game agent more
interactive.
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A Generic Framework for Cross Domain
Recommendation

Muhammad Murad Khan and Roliana Ibrahim

Abstract Cross-domain recommender systems research focuses on recommenda-
tion improvement in the target domain based on knowledge gathered from the source
domain. Recently, a number of review studies were published, however, they did not
provide their reader with a step-by-step guide to conduct cross-domain recommender
systems research. In this paper, we present a generic cross domain recommender sys-
tems framework which identified different phases and components required to exe-
cute a cross-domain recommendation research. The proposed framework is based
on analysis of primary studies collected from recently published high impact review
studies. It was found that all of the collected primary studies included identified
phases, however, each component had multiple options (approaches) which can be
applied based on scenarios. The proposed framework can be used for analysis and
comparison of existing primary studies, and also explains why cross domain recom-
mender systems approaches are evaluated the same as conventional recommender
system approaches. Finally, conclusion and future direction are presented.

Keywords Cross domain · Recommender systems · Knowledge transfer ·
Framework

1 Introduction

Recommender systems are special software designed to solve information over-
load problem [12]. Information overload occurs when a user face difficulty to iden-
tify required item/object/information etc., because of the complexity of the system.
Hence recommender systems attempt to tailor user experience by providing a list of
items/objects/information based on user’s past experience or search query.
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Fig. 1 Rating matrix, rating prediction and cross domain recommendation

Figure 1a represents a rating matrix, which is considered as a building block of a
recommender system. It consists of users, items and interactions which can be explicit
(numeric: 0–5) or implicit (like, download, etc.). Recommender system (REC SYS)
research focuses on predicting a value for an item having no ratings, illustrated in
Fig. 1b. whereas, cross-domain recommender systems (CDRS) research focuses on
predicting rating in target domain based on knowledge available in the source domain
[14], illustrated in Fig. 1c.

This research focuses on different components researchers use to execute cross-
domain recommendation and finally propose a cross-domain recommendation frame-
work which can be used for understanding and comparing different cross domain
recommender systems approaches. The proposed framework was developed using
primary studies of high impact systematic literature reviews conducted by [13, 20].

This paper is divided into five sections. After presenting the introduction, Sect. 2
focuses on existing literature. Section 3 presents the methodology of this research
paper and identify the need of CDRS framework. Section 4 presents the cross-domain
recommendation framework and finally, Sect. 5 presents the conclusion and future
work.

2 Literature Review

New researchers are facing confusion when it comes to cross-domain recommen-
dation [13], hence, it was found appropriate to collect cross domain recommender
systems primary studies, identify common phases and components enabling cross-
domain recommendation, and based on collected primary studies, propose a generic
framework that can simplify understanding of CDRS research.

This study focused on review studies related to CDRS for the collection of primary
studies. Existing literature was explored and two review studies were identified which
conducted a thorough analysis of CDRS. Both studies [13, 20] were published within
the last three years and based their analysis on 94,34 primary studies mentioned in
studies [13, 20].

First study [20], analyzed and classified the existing cross-domain recommenda-
tion techniques. First, they identified concepts involved in the cross-domain recom-
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mendation and later used identified concepts to explain different transfer-learning
techniques. They divided transfer learning techniques into two main categories i.e.,
knowledge aggregation and knowledge linkage. Each category further had three sub-
categories. They also proposed multiple future directions such as analysis of context
as a domain; utilization of versatile evaluation metrics such as diversity, novelty,
and serendipity for illustration of CDRS benefits; development of elicitation tool for
target recommendation; and stressed need of real-world datasets.

Second study [13], on the other hand, classified existing research with respect to
domain vs user-item overlap; Recommendation tasks vs. user-item overlap; Cross-
domain recommendation approaches; evaluation metrics and utilized datasets; and
trending recommendation problems. They also proposed multiple future directions
such as: enhancing domain similarity by integration of heterogeneous data avail-
able on social networks; development of scalable and distributed CDRS algorithms;
exploration of relatively new research problems in recommender systems such as
risk, adaptively and robustness; and creation of new datasets based on real-world
data.

This study relies on primary studies identified in the review studies and analysis
methodology is discussed in the next section.

3 Methodology

This study utilizes 94 and 34 primary studies analyzed in [13, 20] respectively. Based
on common concepts utilized by each primary study, three phases are identified
which are ‘domain selection criteria’, ‘knowledge transfer’ and ‘recommendation
generation’. These phases were present in each cross domain recommender systems
primary study, however, execution of each phase varies based on approach/scope of
the study.

Variation between studies is grouped with respect to different components that
connect each phase for smooth execution of cross-domain recommendation. Different
components have multiple implementation options (approaches) which are discussed
in the next section, however, for each option, example studies are cited. Example
studies come from the collected bank of primary studies.

Based on the used methodology, this study attempts to present a generic cross
domain recommendation framework which is explained in detail in the next section.

4 Cross Domain Recommendation Framework

Cross-domain recommendation framework consists of three phases. First phase,
“domain selection criteria”, consists of three components, that is, “target domain
selection criteria”, “problem identification” and “source domain selection criteria”.
Second phase “knowledge transfer” consists of four components. That is “similarity
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Fig. 2 Cross domain recommendation framework

identification”, “interaction transformation”, “knowledge aggregation” and “knowl-
edge linkage”. Third phase recommendation generation consists of three compo-
nents. That is, “prediction algorithm selection”, “training prediction algorithm” and
“recommendation generation”. Flow between each phase and different components
is illustrated in Fig. 2.
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Fig. 3 Domain possibilities, connections and examples

4.1 Domain Selection Criteria

Before dwelling into the explanation of each component it is important to first identify
what “domain” means and the relationship between them.

Figure 3 is constructed using “domains” explained by [13, 20]. First, let us focus
on the target and domains identified in it. The target consists of four domain types
described by [20], shown in red color, and four domain types described by [13],
shown in green color.

For “system domain”, both agree on same definition, which is “Items belonging
to different systems are considered as belonging to different domains; for example,
MovieLens and Netflix are considered as different domains.” [24]. However [13]
envelopes item type and item level domain definitions proposed by [5] under “cate-
gory domain”, which is “Recommender systems items can be grouped with respect to
item types as far as they reside inside a single system domain. Hence, each type can be
described as a different category. For example, Amazon items having type electron-
ics, clothes, movies, music etc., can be titled as belonging to respective categories”
(Fig. 4).
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Fig. 4 Overlap scenarios between users and items of the participating domains

Finally, “item attributes domain” definition being broad, encapsulates both times
and data domain definitions used by [13], item attribute domain are described as
“Two items are considered belonging to different domains if their attribute values
are found to be different. For example genre, implicit/explicit data, time etc.”.

For different domain, size of the circle represents two things, first, it is proportional
to the scope of a rating matrix of a recommender system, e.g., Amazon is a system
having a variety of items (Fig. 3, Example 1). Second, each domain having smaller
scope can be nested inside the domain having a large scope, e.g., Amazon items can
be categorized as movies, music etc., but they reside inside amazon system domain
(Fig. 3, Example 2).

This phase focuses on research problem, target and source domain selection cri-
teria, where as, methods of transferring knowledge (shown as blue lines in Fig. 2),
will be discussed in next phase i.e., ‘Knowledge Transfer’.

4.1.1 Problem Identification

The First task in cross-domain recommender systems research is to identify the
problem faced by the target domain. Under cross-domain recommender systems
research, problems can be listed under three categories. First, “knowledge trans-
fer” is related to problems which are CDRS specific [20]. They focus on different
methods of transferring knowledge between the source and the target domain. Second
and third i.e., “group-oriented recommendation” [4] and “user-oriented recom-
mendation” [19] are recommender systems specific problems.

One issue with CDRS specific problems is that usually, the only way to evaluate the
performance of proposed methods is to either implement them in combination with
group-oriented recommendation algorithms or using user-oriented recommendation
algorithms [20]. This is shown as a bright overlapping region containing component
6, 7 and 8 in Fig. 2.

4.1.2 Target Domain Selection

In the field of cross-domain recommender systems, target Domain is assumed weak
as compared to the source domain [23], however, empirical truth is that target domain
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is usually selected as the industry standard, for example, Movielens. This is because
the target domain should have enough ratings that can be used for evaluation of the
proposed approaches.

Problem identified in first component are simulated using selected target domain,
whereas, proposed algorithms utilize data in source domain for improve recommen-
dation in target domain [21].

4.1.3 Source Domain(s) Selection

Once target domain is selected, researchers look for appropriate source domain.
Main criteria of selection is that, source domain should contain extra information as
compared to target domain. Extra information of source domain, once transferred,
improve target recommendation.

One limitation highlighted by different researchers is that CDRS research is lack-
ing sufficient source domain [4]. Also there is a need of methods/techniques which
convert data of existing systems such as social media websites, into recommender
system compatible data. This will decrease ratio of simulated source domain in the
field of CDRS [9].

4.2 Knowledge Transfer

After the identification of the research problem and selection of the target, source
domain, knowledge transfer is performed. hence, blue lines shown in Fig. 3 numbered
as one, two, three show direction of knowledge transfer.

The first line shows transfer of knowledge from one system domain to another. The
second line shows knowledge transfer between categories, it has two variants, first,
knowledge from one category can be transferred to another, within the same system
domain. Second, knowledge from one category is transferred to another category
residing in another system domain. same applies to attribute level knowledge transfer.

This Phase contains four components. “Similarity identification” is related to iden-
tification of common features in both source and target domain. “Transformation”
is responsible for making features of both domains compatible with the proposed
algorithm. Whereas, both “Knowledge aggregation” and “knowledge linkage” are
knowledge transfer techniques. “Knowledge linkage” techniques are usually used
when no similarity is identified between participating domain.

4.2.1 Similarity Identification

In order to transfer knowledge from source to Target domain some similarity need
to exist. Study [7] outlined 4 types of similarities between the source and Target
domain. Let us suppose that source domain is represented as Ds having users (Us)



330 M. M. Khan and R. Ibrahim

and items (Is), on the other hand, Target domain is represented as Dt having users
Ut and items It. Reference [7] state that four similarity possibilities exist. First, users
and items of both source and Target domain overlap. Second, only users overlap,
third, only items overlap and fourth, no overlap exists. By overlap [7] means that
uses or items are common between domains.

It is essential to identify similarity because it was found that usually knowledge
aggregation (Sect. 4.2) applies to those scenarios where overlap exists. Whereas, for
no overlap knowledge linkage (Sect. 4.2) is the only option.

4.2.2 Transformation

Transformation is essential for establishing prediction algorithm’s compatibility with
source and Target domain. This requirement arises when participating domains have
different interaction types, e.g., source domain binary interactions such as likes for the
items, whereas, the target domain has numeric interactions such as ratings between
0 and 5. For CDRS There exist two possibilities, “explicit transformation” and
“implicit transformation”. Usually outcome of transformation is a rating metrics,
however, some researchers incorporate transformation step into prediction algorithm
for avoiding matrix generation.

No transformation is required when source and Target domain ratings have same
scale (e.g. [10]). Explicit transformation is required when both domains have numeric
ratings but have a different scale (e.g. [16]). Finally, an implicit transformation is
required when users provide implicit interactions for items (e.g. [17, 18]). Some
example of implicit interactions are like, download, edit, play, click, comment etc.,
(e.g. [18]). For implicit interactions there exist two main types, first, binary interac-
tions and second, textual feedback. Types of Implicit interactions have grown with
the advancement in web 2.0 technologies. Majority researches utilize binary inter-
actions (e.g. [22]),whereas, textual interactions where least found in the selected
primary studies (e.g. [8]).

4.2.3 Knowledge Aggregation

Knowledge aggregation is the first type of knowledge transfer technique described
by [20], and is described as an aggregation of knowledge from different sources. This
technique is further split into three types i.e., Merging user preferences, mediating
user preferences and merged recommendation.

• Merging user preference: The aggregated knowledge consists of user prefer-
ences, e.g., ratings, tags, transaction logs, and click-through data (e.g. [1]).

• Mediating user preference: The aggregated knowledge comes from user mod-
eling data exploited by various recommender systems, e.g., user similarities and
user neighborhoods (e.g. [3]).

http://dx.doi.org/10.1007/978-3-030-14132-5_4
http://dx.doi.org/10.1007/978-3-030-14132-5_4
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• combining recommendations: The aggregated knowledge is composed of single-
domain recommendations, e.g., rating estimations and rating probability distribu-
tions (e.g. [2]).

4.2.4 Knowledge Linkage

Second technique proposed by [20] was knowledge linkage, where different domain
are linked using different models which are trained to find similarities. Features of the
participating domain are used for similarity identification and it is not compulsory to
have common users or items between participating domain. This technique is further
divided into three types i.e., Linking domain, sharing latent features and transferring
rating patterns.

• Linking domains: Linking domains by a common knowledge, e.g., item attributes,
association rules, semantic networks, and inter-domain correlations (e.g. [6]).

• Sharing latent factors: The source and target domains are related by means of
implicit latent features (e.g. [15]).

• Transferring rating patterns: Explicit or implicit rating patterns from source
domains are exploited in the target domain (e.g. [16]).

4.3 Recommendation Generation

This phase comprises of three components, prediction algorithm selection, training
prediction algorithm and finally, recommendation generation and evaluation. On a
broader level, recommendation generation is categorized into either group oriented
recommendation or user-oriented recommendation. Component “selecting predic-
tion algorithm” explore both categories in details.

4.3.1 Selecting Prediction Algorithm

Recommendation generation can happen under multiple scenarios such as group ori-
ented recommendation [4], user-oriented recommendation [19] or both. A group-
oriented recommendation is referred to the recommendation which is generated for
a group of people, whereas, a user-oriented recommendation is related to recom-
mendation generation for an individual user. Figure 5 shows taxonomy of different
approaches under group and user-oriented recommendation. Although researchers
are independent to select recommendation scenarios, selection of algorithm will dic-
tate training scheme and evaluation methods.
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Fig. 5 Basic taxonomy of recommendation schemes

Fig. 6 Cross validation process

4.3.2 Training Prediction Algorithm

Recommender systems rely on a technique called the split validation [11]. In this
technique, algorithm is trained on certain percentage of the target domain, whereas,
rest of the target domain is used for testing purposes. K-fold validation is also used
which repeats split validation K number of times, every time splitting target domain
randomly with same ratio. Figure 6 illustrate cross validation steps. This component
is same for both recommendation scenarios and this step make sure training process
un-biased.

4.3.3 Prediction Generation and Evaluation

Prediction can be either generated for a group of users or for an individual user,
therefore, both scenarios are evaluated different. Group-oriented predictions are eval-
uated using rank-based evaluation methods, such as Spearman rank correlation [4],
whereas, user-oriented recommendation algorithms are evaluated using error based
evaluation metrics such as mean absolute error (MAE) [11]. Reference[13] has high-
lighted a variety of evaluation metrics in the response of their third research question.
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5 Conclusion and Future Work

This paper presents a generic cross domain recommendation framework which out-
lines phases and components essential to conduct cross domain recommendation.
Proposed framework was based on the analysis of 128 primary studies gathered
from two review papers [13, 20]. Although this paper attempts to present exam-
ple of each component from gathered primary studies, in future we want to utilize
proposed generic framework for conducting a systematic literature review in order
to identification and classification recently published primary studies. We believe
that proposed generic framework can serve as a step-by-step guide for conducting
research in cross domain recommender systems.
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Measurement of Service Quality
of a Public Transport System, Through
Agent-based Simulation Software

Mauro Callejas-Cuervo , Helver A. Valero-Bustos , Andrea C.
Alarcón-Aldana and Miroslava Mikušova

Abstract An agent-based modeling software is here presented which simulates the
measurement of the quality of the service offered by a collective public transport
system, through the evaluation of the variables of comfort and speed. The simulator
takes into account the trajectory of a route from the bus terminal to its last stop, paus-
ing at each of the stops in the bus itinerary. The software allows for the configuration
of the location of each stop, the speed per segment, the distribution of the generation
and attraction of tickets per stop, among others. The output information shows the
number of passengers waiting, those who leave, journey time, distance covered, and
passengers served. In the trajectory tested, an average of 3.9 was obtained with regard
to comfort and a 3.1 with regard to speed, using a scale of 1–5.

Keywords Service quality · Collective public transport · Agent based simulation
software · Comfort · Speed

1 Introduction

The planning of a route or a number of routes in an urban collective public transport
is a process which is influenced by a number of factors related with the supply
and demand which is varying continuously in time and space. For this reason, some
adjustments have to be made to their schedule during a period of implementation. This
means that the process of scheduling the operation is note exact, but it is subjected
to uncertainties. However, not doing so causes series disadvantages in the quality of
the service, which are reflected on social and economic negative effects.

Many complex social systems have used simulation techniques to analyze their
behavior and plan improvement strategies to obtain the results sought [1–3]. Among
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those techniques, there are software agents and multi-agent systems, which are pro-
grammes that are associated with a behavior and own characteristics which allow for
the representation of a really complex system [4–7].

The simulation of the transport systems has allowed for the identification of ele-
ments and variables that should be taken into consideration regarding the program-
ming and distribution of resources in different fields, but most of them analyze or
research on the optimization of routes in different circumstances [8–10]. It is also
necessary to mention that there is little exploration computer wise, suing software
agents in the measurement of variables, such as comfort and speed, main compo-
nents of a complex system [11]. The objective of this work was justified in the use
of software agents with own behavior to design, model and simulate the operation
of a public transport system in medium-sized cities, using the Bottom-Up, specific
for multi-agent systems [12].

This article is structured as follows; first, there is the construction and simulation
of the model based on agents that are part of the materials and methods used in
the development of the research. Then, there is a record and analysis of the results.
Finally, the most relevant conclusions are put forward.

2 Materials and Methods

In the same way that object-oriented methodologies offer guides for the identifica-
tion of objects and interdependencies between them, there are methodologies for
the modelling and design of multi-agent systems. Most of these systems have their
grounds in the Unified Modelling Language (UML) [13], with are the basis for the
development of software with agents, and among them, the following can be found:
BDI, MAS-CommonKADS, GAIA, MASSIVE, INGENIAS. On the other hand,
agent-based simulation [14] has guides that show how to decompose a problem and
how a design will affect the general functioning of the system. This design can
be done from two perspectives: Top-down or Bottom-up. The latter is based on an
architecture of reactive agents, which models from particular to general, as it firstly
visualizes the system in each one of its parts (unanimated agents); then, rules are
assigned to each one of those agents (animated agents); following the union of a
society of agents (organization of agents); and finally, there is the analysis of the
behavior of said agents or data, a technique that was used as the basis in order to
carry out this work.

Agent-based simulation puts forward the idea of developing the following phases:
contextualization and analysis of the system to be simulated, modeling of the system,
creation of the graphic interphase of the user, creation of scenarios to experiment,
simulation of the models with software and collection and analysis of results. Below
the first five phases and described and the last two are developed in the results section.
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2.1 Contextualization and Analysis of the System to be
Simulated

The process of travelling in a means of urban collective public transport starts the
moment a person makes the decision of taking this journey from the place where they
are to their place of destination. For this, they have to go to the bus stop that offers
them the right route of transport. Once there, they have to wait a certain time until
the bus arrives and then the person wonders if that is the correct bus. If the answer
is negative, they have to continue waiting. If the answer is affirmative, the person
now wonders if the bus is the type they want to take. If the answer is yes, the person
stops the bus, but if not, a new question arises: “do I have enough time to get to my
place of destination?” If the person had the time, they can wait for another bus that
adapts more to their taste, but if not, they stop the bus to start their journey. In case
that the person makes the signal to stop the bus, but the vehicle does not stop, wait
for another vehicle. Otherwise, the passenger analyses if there are seats available. If
there are, they get on the vehicle. Once there, the following question arises: are there
any seats available? If there are, the person takes a seat, if not, the person remains
standing. At every stop, the person wonders if that is their stop. If it is, the person
gets off the bus, if not, they remain in their place (if they are seated), but if the person
is standing, they analyze if there are seats available to take one. This last process
takes place until reaching the destination bus stop. When the route of the passenger
finishes, the individual descends from the vehicle and goes to their final destination.

The process described above is carried out by each and every person who uses
urban collective public transport according to their age, gender and preferences when
choosing transport. They generate the journeys and, in general, they have a reason, a
schedule, a departure time from the stop of origin, and arrival time to the destination
stop, in addition to an origin and a destination. In relation to these characteristics,
there is another important factor for these individuals that is the time and distance
from the origin to the bus stop, the time and distance covered, the time and the
distance from the bus stop to their final destination.

Another process involved in the transportation of people in an urban collective
public transport system is, without doubt, the one carried out by the vehicle. A vehicle
starts its process at the bus terminal. The driver analyses if it is time to depart and
if he has the authorization to cover the route. In case that he does not fulfill any or
none of the characteristics mentioned above, the driver has to wait. If he does meet
the criteria, the displacement of the vehicle begins. In turn, the driver has to comply
with certain stops of the vehicle, as the compulsory stops (stop signs, turns, traffic
lights), and in case he finds any, the vehicle is stopped until he is given the sign or
authorization to continue. If a person makes a sign to stop the bus, the bus will only
stop if it has enough available seats allowing for the person to make the decision of
getting on the bus or not. Once the action is carried out, the vehicle will continue
its way. In case of stopping in a bus stop, the vehicle will stop and start its waiting
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time, when the limit of waiting time is reached or before if the driver decides to,
the vehicle continues its way. This process takes place in a similar way until the bus
reaches the end of the route assigned.

The prior procedure is carried out by each one of the vehicles, which cover a route
and the characteristics of which are: an itinerary that has an origin and a destination of
the assigned route and a certain time to cover it, bus stops with pre-defined waiting
time for each, passing points, apart from having a fare and a schedule assigned
(departure time from the origin point, arrival time at destination).

• Unit of analysis

The representative sample or unit of analysis taken for this research project is given
by the selection of a route of congestion and common traffic. The route covers a
traffic artery from the city of Tunja. The origin of said route is the bus stop of Barrio
Reten Sur and its destination is the bus stop Barrio los Muiscas. The latter is a pole
of attraction of journeys at different times of the day, considering that it has an
important educational sector (a university, several public and private schools). The
route in question is 8.37 km long, which are covered in 35 min (time assigned due to
the results generated from a study of routes and implemented by most of the transport
companies that operate in the city of Tunja) by a vehicle of urban collective public
transport.

2.2 Modeling of the Agent-Based System

The implementation of the model was developed with the implementation of the
tool AnyLogic. Active classes or agents, among which there are the following: dis-
patcher, dispatch, periodP, periodT, person, route, site, section, vehicle, journey,
with a structure of its own, behavior and exchange of messages. In addition, there
is an external way of data collection (DSTPCU, DSTPCUaux, DSTPCUaux1, DST-
PCUaux2, DSTPCUaux3), which allow for access to records included in a data base
and that store the different scenarios with their parameters associated and used in the
simulation.

The structure of an agent in AnyLogic is programmed and managed in the fol-
lowing sections: code, animation, algorithmic function, statechart. The code section
describes the source code related to the management of the agent. The behavior of
each one of the agents involved in the model is set up in statechart; there, the different
states and transitions that the interactive agents may adopt are represented. In the
animation section, the action referred to the interactivity of the agent with others
within the system is set up.

The state diagrams in AnyLogic are done in the section statechart, in which the
behavior of each one of the agents involved in the model is set up. There the different
states and transaction that the interactive agents may adopt are represented.



Measurement of Service Quality of a Public Transport System … 339

• Logical specification of the agents which interact with the urban collective public
transport system.
The following are the behavior rules of some of the components (agents) of the
urban collective public transport system:
The following are the rules of behavior of some of the components (agents) of the
TPCU system.

– Dispatch
If the vehicle is programmed, then verify departure time:
If departure time corresponds to the time scheduled for the vehicle, then allow
departure of the vehicle and start the time count of the itinerary.
If not, wait.
If the vehicle reaches a bus stop, then, stop the vehicle. If not, continue driving.
If the vehicle stops at the bus stop, then, wait for the passengers whose destination
is that bus stop to descend.
If a passenger descends then subtract 1 to the volume of passengers that are being
transported at that moment in the vehicle and count the statistical information
of the passenger.
If a passenger requests the service, then, add 1 to the volume of passengers that
are being transported at that moment in the vehicle.
If the vehicle stops in the last bus stop, then, store the statistical information of
the journey.
If the vehicle is moving, then, adjust the displacement speed according to the
section.

– Bus stop
If the present time corresponds to a period, then, start journey according to the
arrival rates and other characteristics.
If not, modify the arrival rates with regard to the period of time of the day.

– Section
If you are in a moving vehicle on a certain section, then, verify the speed at
which it can move.
If the speed is higher than that assigned to the section, then, reduce the speed.
If the time is the same as that of the highest limit corresponding to the period
of the section, then, update speed.

– Journey
If you are at a bus stop then
If a dispatch arrives at the bus stop, then, verify that there are seats available. If
there are seats available, get on the bus.
If not, wait.
If waiting time is greater than the time destined to this purpose, then, abandon
the system.
If not, continue waiting.
If you are in a dispatch, then:
If that is the right destination, then, descend from the vehicle.
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Fig. 1 Graphic user interface of an agent-based simulator

If it is not your destination and you are standing, then, look for an available seat.
If there are available seats, sit down.

– Route If a dispatch gets to the destination terminal, then, count the information
of the dispatch.

2.3 Creation of the Graphic Interphase of the User

It is in the animation section where the graphic interphase of the user is created
and set up, and where the behavior of the agents is shown. In Fig. 1, the different
simulation areas.

The section in green includes the elements that allow the configuration of different
actions carried out by the simulator. On left hand side of the green area, it is possible
to see the title of the application AB-TPCU, as well as its version. Below, there is a set
of three selection buttons that read passenger, dispatch and graph. Towards the front
of the title of the application, there is information related to the configuration of the
simulator, such as name of the city in which the simulation will be applied, in this case
“[Tunja]”, name of the route “[Reten Sur – Muiscas]” and, finally, the programming
of the route of scenario, in this case “[Real]”, which is a test programming to conduct
the analysis. Beside this information, there is an icon that displays a list of options
to select the scenario in which the simulation will take place. Right after it, there
is a button that reads “Load data/Stop”, which connects the database that contains
information about the parameters. This information is related to the distribution of
bus stops, sections, itineraries and other elements. Next to this button, there is level
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bar called “Scale”, with which the visual appearance of the route can be augmented
or reduced (pink). Below the green area (bottom right), there is a graph that shows the
behavior of the urban collective public transport system where the speed, comfort,
certain measures of volume and the rating of the service regarding comfort and speed.
This is managed through a set of buttons called “Graph”. When selecting the type of
graph desired, this produces a swap and changes the view to the option selected.

In the same figure, an intermediate area can be observed (pink) where there are
the different agents that intervene in the simulation of the urban collective public
transport system. They activate when the button “Load data/Stop/Simulate” changes
its name or label to “Simular” and it is pressed. The elements related to this area are:

The area represented by pound key 1, yellow rectangle, represents the bus stops
and on it, their name can be read, in this case “Centro Norte”. The red and blue dots
within the yellow rectangle (bus stop) represent the users of the system.

The area represented by pound key 2, in grey, represents the road on which the
vehicles circulate and the green rectangle (on the road) represent the buses. The num-
ber that appears underneath is the number of passengers the vehicle is transporting
at that moment.

The displacement bar (pound key 3) below the pink area allows for the displace-
ment of objects (bus stops, sections and other static elements of the simulation) front
or back, allowing for observation of the movement of the vehicle while it passes by
the different bus stops of the route. Some elements of the simulator can be set up.

2.4 Creation of Scenarios to Experiment

For the creation of scenarios to experiment, the city of Tunja was selected, more
specifically the route Reten Sur – Muiscas, which is one of the most important routes
that covers the city from south to north. The information used as basis for this analysis
dates from 2003, but it is still valid because the infrastructure has not suffered big
changes and the data was provided by reliable sources.

The route has 14 bus stops and an 8.730 m length distributed as follows: (1)
Reten Sur (bus stop of origin), (2) Los Hongos, (3) Comboy – Gaseosas, (4) Colegio
Rosario, (5) K 9 Con Cll 21, (6) Nieves, (7) Hugolino, (8) Entrada Mesopotamia,
(9) UPTC, (10) Santa Inés, (11) Centro Norte, (12) Toyota, (13) Asis, (14) Muis-
cas (last bus stop). The route has fourteen stops and has a total length of 8,370 m,
distributed as follows: (1) Reten Sur (Source stop), (2) Los Hongos, (3) Comboy
– Gaseosas, (4)Colegio Rosario, (5) K 9 Con Cll 21, (6) Nieves, (7) Hugolino, (8)
Entrada Mesopotamia, (9) UPTC, (10) Santa Inés, (11) Centro Norte, (12) Toyota,
(13) Asis, (14) Muiscas (Destination stop).

• Real scenario: the programme of the route for a working day in the city of Tunja
was taken into consideration. It was a Friday, given that on this day the social and
economic activities of the city increase. The information of the base parameters
of the simulation is observed in Table 1.
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Table 1 Simulation scenario:
real data

Parameter Value parameter

Route Reten Sur – Muiscas

Day Friday

Time 6 a.m. 10 p.m.

Number of vehicles 27 Buses

Dispatches per day 65 Buses/Day

Maximum vehicular capacity 2500 journeys

Time interval between dispatches 15 min

• Alternate scenario: it starts from the values shown in Table 1, but it decreases the
time between shipments (sending vehicles to provide the TPCU service) in peak
periods, in hours between 7:00 a.m. and 9:00 a.m. (dispatches every 5 min) and
in the valley period of 6:00 a.m. at 7:00 a.m. and from 9:00 a.m. at 11 a.m. the
same times are maintained (dispatches every 15 min). In this scenario, the same
automotive park of the real programming is considered.

2.5 Simulation of the Models with Software

The models are simulated using AnyLogic, taking a real and alternative scenario
as its basis. To analyse the behavior of the variables associated with agent-based
simulation a range from rush hour is taken into consideration, 7:24 a.m. and 8:24
a.m. It is important to take into account that in the model, speed, comfort and rating
are recorded in the moment that each one of the passengers finish their journey.

3 Results

Below there is a description of the behavior of the speed and comfort variables, taking
as a reference both, the real or base and the alternative scenarios. There is also an
analysis of the quality evaluation.

3.1 Preliminary Results

• Speed variable. Analysing Fig. 2a, b, it can be concluded that the average difference
of the speed between real and alternative scenarios is approximately of 3 km per
hour (3km/h), which in terms of time, for the users, it implies saving 3 min of the
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(a)

(b)

Fig. 2 Behavior of the speed variable. a Speed variable: real scenario. b Speed variable: alterative
scenario

journey. The time saved is only related to the waiting time of the users at the bus
stop, given that the displacement speed of the vehicles is relatively constant. In
addition, there is some improvement in the behavior of speed in the alternative
scenario.

• Comfort variable. Figure 3a, b represent the behavior of the comfort variable, where
it can be seen that there is a greater degree of comfort in the alternative scenario,
given that there is an increase in the frequency of dispatches and the users will
have more chances to sit during the journey.
Quality rating. The perception of the user about the quality of the service, regarding
comfort and speed is presented in a scale of 0.0 to 10.0, where 0.0 is a deficient
quality and 10.0 is an excellent quality. Figure 4 shows this behavior, where the
alternative scenario shows a more uniform rating than the real scenario, reflecting
that the quality of the service would improve with the conditions set up in the
scenario proposed. In addition, it shows that the rating for comfort in the real
scenario is approximately 3.0 with a high deviation whereas the rating for the
alternative scenario is approximately 5.0, with a low deviation. This same behavior
is shown in the speed rating where it is 1.5 for the real scenario and 2.5 for the
alternative.

3.2 Result Analysis

The evaluation of the model reflects the importance of an adjustment in the operation
programming of the public transport system to each period of the day (rush hour and
normal)
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(a)

(b)

Fig. 3 Behavior of the comfort variable. a Comfort variable: real scenario. b Comfort variable:
alternative scenario

(a)

(b)

Fig. 4 Rating of the service. a Quality: real scenario. b Quality: alternative scenario
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The average results (condensing the information in a day by the transport system,
in the real or base situation) for each one of the variables were:

• Level of service rated for comfort: 3.8.
• Level of service rated for speed: 2.5.
• Final rating of the service: 3.15.

For this, it can be said that the service, according to the system, was rated as
AVERAGE.

The average results in the agent-based simulation (condensing the information
generated in one day in the system, alternative scenario) for each of the variables if
analysis with regard to the factors were:

• Level of service rated for comfort: 3.90.
• Level of service rated for speed: 3.10.
• Final rating of the service: 3.50.

It can be concluded that the quality of the service, according to the system, is
GOOD.

In Table 2, the results obtained after the simulation of other scenarios with some
variations in the values of time regarding the departure of vehicles.

The results shown in the previous table were taken into consideration with the
purpose of validating and testing the models developed. As it can be observed, several

Table 2 Results of the different executions of the model

Schedule Test Comfort rating Speed rating Number of daily
journeys

Real 0 3.75 2.51 4024

Real 1 3.70 2.48 4080

Real 2 3.73 2.49 4158

Alternative 0 3.77 2.47 4068

Alternative 1 3.76 2.46 4038

Alternative 2 3.73 2.46 4131

Alternative 1 0 3.70 2.53 4021

Alternative 1 1 3.69 2.53 4013

Alternative 1 2 3.70 2.54 4026

Alternative 2 0 3.85 2.51 4051

Alternative 2 1 3.84 2.47 4068

Alternative 2 2 3.87 2.51 4009

Alternative 3 0 3.71 2.48 4089

Alternative 3 1 3.71 2.50 4157

Alternative 3 2 3.70 2.46 4056
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tests were carried out in each one of the scenarios in order to have an average of the
ratings and evaluate the behavior with the different variations in the dispatch times
(time frequency with which buses leave in order to cover the full route).

4 Conclusions

The importance of an assertive operational planning lies in managing to give a service
with acceptable quality for the users and, thus, avoid that they change to other systems
of transport with a higher economic, social and environmental cost. For this reason,
it is crucial to carry out a follow-up, through the application of the model that has
been developed, to routes that present problems with journey circulation, with the
aim of evaluating the behavior of the system and making a decision regarding an
adjustment in the programming that leads to an improvement in the service for this
sector of the population and, as a consequence, benefit the companies that provide
the service. The modelling system reached a high level of precision regarding details,
as was the case of managing to follow up a vehicle along its whole route and register
its speed and capacity. On the other hand, this model allowed for the analysis of the
supply and demand behavior of the journeys in different bus stops and for showing
how certain schedule affects them in different ways at different times of the day.

It is absolutely feasible to use the simulation models presented in this work in
other cities with similar characteristics. The success of the results would be related
to the quality of the compilation, classification and processing of data necessary to
be integrated to the basic data structure required by the applications developed here.

The construction of models of this type together with the implementation of
techniques for the collection of permanent data of the system will allow for the
constant monitoring and evaluation of the behavior of the system. Thus, it will provide
the tools to make better and prompt decisions in relation with the schedulling of
the operation of a collective public transport system, apart from allowing a first
approximation to intelligent transport systems.
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Detection of Drivers Plate at Smart
Driver’s Score Application Controlled
by Voice Commands

Ondrej Vondra, Jan Dvorak, Ondrej Krejcar and Peter Brida

Abstract These days an availability of mobile technologies and smart devices is still
growing and thus a quantity of applications developed for such devices increases.
These applications contain a huge number of possibilities, as for example utilization
of a camera to get image data and consequent deduction of information out of these
data. Also identification of voice commands used to control applications by simple
instructions has a large utilization. Even this paper deals with connecting these two
possibilities, concretely by rating drivers on the basis of voice commands. The appli-
cation uses reading image data to gain licence plate numbers of vehicles. For licence
plate numbers recognition this application uses openALPR API, which ensures a
high accuracy even on less quality images and weak devices. The application created
in this work is developed primarily for Android platform. Therefore, the intention of
the paper is to create such application.

Keywords Android · ALPR · Driver · Rating · OCR · Voice recognition

1 Introduction

The area of mobile devices is a very quickly developing field with a high availability.
Nowadays mobile devices simplify life of most people; either in the scope of enter-
tainment or work, mobile devices are always at hand [1]. One of the main reasons
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of this development is their usability, particularly in terms of various applications.
Modern applications are being created with as little user interaction as possible—the
more work the application can do for the user, the better [2]. Such mobile appli-
cation brings benefits also to drivers, who can’t work with the mobile phone while
driving the way that some applications require [3]. An example of applications for
drivers can be various Dash video cameras, which only record the journey or process
image in some way. One of the more complicated applications is DriveSafe [4]. This
application rates a driver pursuant to his behaviour.

There are many applications that use a mobile video camera, but in most of the
cases it’s the kind of an application that only records an image, but doesn’t put any
added value to it. This is unfortunate, because it’s possible to gain the licence plate
number of a vehicle moving in front of the user’s vehicle using such application by
a simple image capture with OCR utilization [5, 6]. This way of using OCR (Opti-
cal Character Recognition) is called ALPR (Automatic Licence Plate Recognition
[7]) and it is clearly explained in the article [8, 9]. A very useful element of these
applications is a voice control. It enables the driver to control the application by
simple commands without losing control of the driving. The technology that allows
acquiring voice commands is called ASR (Automatic Speech Recognition) and is
being used mostly in connection with automotive industry [10]. This connection is
apparent mainly in the navigation systems, which use the voice commands to change
a rout, and the like [11].

By connecting the aforementioned approaches and technologies it can be created a
very interesting application, which also happens to be the main intention of this work.
This application will serve to rate drivers by a voice evaluation as in the school. This
evaluation will take place after reading a licence plate of the vehicle moving in front
of the evaluating driver. To read the licence plate from an image there can be used
many ways and libraries of third parties [12, 13]. The easiest and the most reliable
solution is using openALPR API, which is able to return licence plate with vehicle
information on the basis of image data. This way there can be achieved surprisingly
good results even in adverse conditions. If the read licence plate number is found
in the database, the user gets a rate made as an average value of all the evaluations.
Otherwise, the application only asks the user to record his own evaluation. Each
user can rate one licence plate number only once, but has a possibility to change the
evaluation later on. The application will scan the image and gain the information
about the vehicle moving in front of the user’s vehicle with a certain frequency. For
a correct performance of the application it is supposed a large community of drivers,
because there’s a huge number of vehicles and it would take a very long time for one
driver to collect information and evaluation for a sufficient number of vehicles.

The application will be created for Android system [14], because it’s the most
widespread mobile system and thus it can ensure a huge community of drivers, which
happens to be the main factor of this application’s success.
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2 Problem Definition

As it was mentioned, the main intention of this work is to design and create an
application concerning with rating drivers on the basis of user defined or default
commands. Hand in hand with this evaluation it will be necessary to identify concrete
vehicles by a unique identification, which is their licence plate number. Thanks to
this identification the application is able to say in advance, who is the driver that
drives in front of us, and the user gets the collected evaluation about the vehicle if
it’s available.

The main precondition of the application’s proper function is a very extended user
community of Android mobile devices [15]. Thanks to these users there will be data
collected in the form of rating the individual vehicles and consequently on their basis
there will be created overall evaluations of the individual vehicles.

This problematic isn’t very frequent and developers deal with it only seldom,
nevertheless, there exist several solutions similar to the one described by this work.
Most of the solutions resolve monitoring of the drivers’ behaviour, either the ones
moving in front of us or directly us.

A very interesting approach is to analyse driver’s behaviour on the basis of com-
mon actions and the way he realizes them [16], which deals with the abovementioned
analysing the driver’s behaviour, even from the moment of opening the car door. These
data are being recorded and there’s predicted a result driver’s behaviour according to
them. There was verified a hypothesis, that circumstances and the driver’s behaviour
can predict one’s driving style even before starting a car.

Authors [12] described a mobile application for Android platform utilizing Teser-
act OCR and a neural network to acquire licence plate numbers by an automatic image
recognition using a mobile device. Such gained data can be easily manipulated and
they are saved for a later use.

An article [17] describes a portable ALPR implemented on an Android mobile
device. The ALPR implementation on a mobile device is markedly difficult, because
the mobile devices are not made to process such complicated calculations, therefore
the algorithm had to be optimized and simplified very well [18]. There was imple-
mented a technology of multiphase image processing, which first modifies the raw
image using contrast and then the image is segmented and there are being acquired
the characters of the licence plate by Teseract OCR.

The application introduced in the article [4] was developed only for Apple devices.
It’s DriveSafe application, which is able to detect patterns of behaviour on the basis
of intern sensors and to inform the user about it properly. The application evaluates
only events induced by the owner of the device.

This chapter showed several solutions that are already available. However, any
solution that would allow the global cooperation of drivers’ community is not found.
Very interesting is an approach handled by the article [12], which enables to retrieve
information using a mobile device and consequently to save them and manipulate
with them as it deems appropriate.
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Table 1 Solutions comparison

Platform Problem solution

[4] N/A 1

[5] Android 3

[6] Android 2

[1] iOS 3

New solution Android 5

In Table 1 there can be clearly seen a comparison of the presented articles with
the required new solution. One of the elements of evaluation is the problem solution
itself. This solution was evaluated within a scale from 1 to 5, while the new custom
made solution got the highest rating of 5 points. The other solutions were evaluated
according to the available functions and the method of their problem solution, while
there was verified their usability and applicability within solving a given problem.
A next examined element was the development platform. This criterion was not
essential, but it was worthwhile to pinpoint the details and the differences.

The solution resolved by Bergasa et al. [4] may appear sufficient, but unfortunately
it supports only scanning the behaviour of the driver, who uses this application and
it doesn’t enable any communication among different devices, because it works only
locally. Moreover, this is the only solution out of the others created just for the iOS
platform. A next possible solution seems to be the solution described by Do et al.
[12]. This solution only scans the licence plate numbers using ALPR and saves them
for a further manipulation. While using this method it would be possible to connect
this already existing solution with the newly created one. Nevertheless, this solution
would necessarily need a development of an additional solution and as a result the
combination of this solution with the new solution could not fulfil the requirements,
either functional or performance.

This chapter has shown many possible solutions, and although they are very
interesting and instructive, they do not meet the required solution functionalities.
This solution will have to be created newly. None of the shown solutions actually
doesn’t enable saving into a global database with a possibility to retrieve proper and
global drivers’ evaluations, therefore it is necessary to create a solution that will
allow such functionalities.

3 New Solution

The previous chapter presents several possibilities of solution for drivers’ rating.
This chapter describes an approach selected for the implementation of our solution.

A foundation of the application is a specific kind of image recognition called
ALPR, which uses image segmentation to detect licence plate numbers of vehicles
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and transforms these licence plates to an easily workable text. This mean is clearly
explained by Vékony [8]. The simplest way to implement this kind of image recog-
nition is an implementation using API calls. This method has its advantages and
disadvantages. One of its main benefits is a lower requirement on performance of
the device itself and an ease of deployment. The disadvantage is a necessity of the
internet connection, but that is not a major problem nowadays. As an API provider it
was chosen openALPR cloud API, which offers a free API option with a big number
of calls. The advantage of this provider is a possibility of returning the information
from the server. Besides licence plate numbers with percentage results this infor-
mation includes a colour, car producer and type, which enrich the application with
graphic elements and overall user friendliness.

A next important part of the system is divided into two modules, whereas both of
them are very important.

The first of these modules is an information output for the user, which will be
solved by voice commands using an integrated library TextToSpeech by Google.
More detailes about the ASR approach can be gained from article by López-Espejo
et al. [11]. This library allows a direct reading of the text data from the application. In
the default setting the application will use drivers’ rating as in school (from 1 to 5).
But the user will have a possibility to change his voice evaluation at his discretion.

The second of these modules is an information input from the user. This module
differs from the previous one by its complexity, because retrieving the sound data
and their consequent transformation into the text form is quite more complicated
operation than the reverse version. Fortunately, even in this case Google Company
offers an integrated library for speech-to-text conversion [19]. In this case there’s
implemented an algorithm for detecting the most similar results of the text input.
Pursuant to the percentage results there will be selected the most probable one and
the rating will be saved.

The application will be available just for the signed users and their data will be
saved either locally or on a central server. For saving the data on the central server
it’s created REST API, which operates the data on the server [20]. This API will be
processed by Microsoft ASP.NET server with a MS SQL database [21–23], which
will maintain the data of all the users for their easy access. The application will
dispose even with its own “local” database. In this database there will be saved the
data needed for the application run and the data, which are not synchronized with
the server.

The application will work in several functional modes. These modes are the fol-
lowing: Local, Server and Combination of these two. While using the local mode it
will not be asking server for rating of the vehicle in front of us and the data will be
saved just locally into the device’s memory. In contrary to that the server mode won’t
save the data halfway in the local database, but in each case of loading or saving the
data it will reach directly to the server. The combination mode will first find out,
whether there is an information about a given vehicle in the local database and if not,
it will ask the server rating.

Generally, the application is divided into two main modes that separate two main
functionalities. These modes are Mode of viewing and management of the gained
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Fig. 1 Diagram of adding a
licence plate number

ratings with a possibility of small edits and an application functionality setting.
The second mode is Mode of image scanning called „Black box“. In this primary
implementation it serves just to capture an image to identify the licence plate number
of the car moving in front of us, but later on it can serve as full-fledged „Black box“
for saving a journey record.

In the application there’s enabled a manual evaluation input. This evaluation is
then realized by taking a picture by a camera or loading an already existing picture
of the vehicle from the gallery. Next possibility is to enter all the inputs manually.

In Fig. 1 you can clearly see the application’s functionality in the mode of reading
the license plate number.

4 Implementation

The application is developed for Android system, concretely for version 5.0 and
higher [15, 24]. From this version higher it can be easily used implemented Camer-
aView and library Google TextToSpeech [25]. There are many reasons for choosing
this platform; mainly that it is widespread among a general public, which is important
for a respectable application function.
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In the first development phase it was necessary to define a data structure of the
application. Because the application depends on its proper server with API, primary
it was needed to create and properly test the functionality of this API. Concretely
it’s REST API providing and receiving data in JSON format [26]. On the side of the
server these data are being stored in a database. As it was aforementioned, for the
database technology it was used Microsoft SQL server.

A next phase was processing data objects inside the application. These objects are
Plate, Score and User and they represent a key core of the application; they are an
essential basis for functioning of the data access and of the whole application. Since
the application uses even a local storage, it was necessary to create a local database for
saving the needed information. This database was created using automated mapping
by ORM framework DBFlow, which automatically maintains the database structure
by virtue of the annotated classes. The local database differs from the server one in
small details, however, they are just requisite additional information for maintaining
the data consistence.

Accordingly, when there are the data accesses created both on the server and on the
local side and their functionality is verified, this is the time for a further development
phase, which is preparation of a logic layout and an application functionality itself.
The application is based on an elementary layout, which fulfils modern standards
though; it contains a left scrolling menu and fragment screens. The layout was toned
into orange colours and the whole application got the same touch.

An important part of the application is login and registration of the users, which
ensures the whole system function. Logging in and registration is the only moment,
when the application necessarily requests the connection, because it’s needed to
identify the user.

Once the application logic structure was designed, there were prepared service
classes and methods operating the data inputs and outputs into the application. That is
in relation with one of the last parts of the application, which contains an integration
of needed libraries and third parties’ API. Primarily it’s openALPR, which provides
acquiring vehicle information from the obtained image data, because this way the
data are being acquired in particular. Next it was implemented the user input and
output of voice information using Google Speech API, which not only receives the
voice commands, but it is also able to read them.

Whereas the application was developed only in a basic mode until this moment,
now the time has come for implementation of additional settings that enrich the appli-
cation with the enhanced possibilities. These settings are described in the following
text.

The application contains several setting possibilities; these settings extensively
influence behaviour of the whole application. These possibilities include a setting of
a mode for licence plate numbers comparison, synchronization mode, which deter-
mines intervals for synchronization with the global database. Next there is a scanning
interval within „Black box“ mode, which determines the frequency of taking pic-
tures and consequently calling the API. The last setting option is a setting of special
commands for evaluation; these commands are being used both for entering and for
reading these user ratings.
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Fig. 2 Screenshots (main screen, settings screen)

In Fig. 2 you can see the screenshots showing the application appearance. In the
left screen there’s visualized the main screen in the record management mode. In the
right screen you can see the settings screen displaying all the application’s settings.

The last development phase was implementation of a simultaneous vehicles scan-
ning, which was realized in a form of an image output; in the Fig. 2 you can see a
„Car mode“ tab in the left screen. In this tab it is displayed the CameraView, which
visualizes the camera image on the device’s display. The image scanning and gaining
information about the license plate numbers is being realized with a given frequency
in order to increase the efficiency and improve the performance of the application.

The application remembers the last scanned vehicle and while detecting this vehi-
cle it doesn’t realize any user interaction.

5 Testing of Developed Application

In this chapter there are described test scenarios allowing evaluation of the applica-
tion’s functions.

The main test criteria are speed and accuracy of the application [2, 27]. Speed
test is provided by measuring speed of comparing and searching the rating of the
scanned licence plate number [12, 13]. This test is being realized by measuring speed
of executing the performed code with various settings of the searching modes. The
types of modes are the Local mode, which compares the data just in the local database,
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Table 2 Speed tests

Test number Local mode (ms) Server mode (ms) Combination mode (ms)

1 3 47 55

2 4 43 5

3 3 59 6

4 5 56 4

5 3 37 4

6 2 116 4

7 3 91 4

8 3 51 2

9 4 36 6

10 4 95 5

Average 3.4 63.1 9.5

the Server mode, which downloads and compares the data from the global server and
the Combination mode, which combines both of the mentioned modes. The test is
being realised by repetitive scanning of the same car image from the gallery using a
manual input. There were inserted several time records into the resource code, which
document the start and the end of executing the search and the comparison.

The accuracy test is divided into two test phases. The first phase is testing of a
success rate of identifying the licence plate number itself. This test depends primarily
on the openALPR API, which provides the identified plates. The test is realized by
consequent uploading car pictures with various image quality into the application.
The second accuracy test phase is testing the speech-to-text conversion. The test is
being realized initially while using the special commands and then while not using
them. Again there are being tested more cases, when the ambient noise gradually
increases.

The results of both of the tests are clearly documented in the following table.
In Table 2 there is clearly displayed the result of testing the speed of searching and

comparing the cars’ licence plate numbers. There were realized 10 measurements
with the same car image [28, 29]. The unit of measurement is millisecond. The results
show apparently that the local mode was the fastest; its average speed was 3.4 ms.
The second fastest seems to be the combination of the local and server variant, but
unfortunately, this result can’t be considered as relevant, because for the first time
the search took place in both of the databases, but within all the other attempts the
information was already saved in the local storage, therefore it wasn’t necessary to
search on the server. Accordingly, the tests obviously prove that the fastest searching
is in the local database, but there can’t be guaranteed the most actual data.

The test of accuracy of reading the licence plate number from the image is being
realized in terms of quality of the provided image. The test results are displayed in
Table 3. These results prove that the results get accurate only when using devices
of a higher quality, where the results are very satisfactory. Thus, the total accuracy
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Table 3 Accuracy test (image)

Test number Image quality Result

1 400 × 300 px Not identified

2 640 × 480 px Not identified

3 800 × 600 px Identified with an error

4 1024 × 768 px Identified with an error

5 1600 × 1200 px Identified

6 2272 × 1704 px Identified

7 2816 × 2112 px Identified

8 3264 × 2448 px Identified

9 3648 × 2736 px Identified

10 4096 × 3072 px Identified

Total 6/10

Table 4 Accuracy test (Voice)

Numerical Ambient noise Result

1 1 Correct

2 3 Correct

3 5 Correct

4 7 Correct

5 10 Impossible

Special Total 4/5

1 1 Correct

2 3 Correct

3 5 Correct

4 7 With an error

5 10 Impossible

Total 3/5

Total from both 7/10

happens to be 6/10. But there are included even devices with really low image quality,
so we can say that the results are more than sufficient.

The last test is the test of accuracy of reading the user voice input. There was
tested a scenario of entering an evaluation “four” for a numerical input and a word
“Terrible” for special commands. Both of the scenarios were tested in a various
ambient noise simulated by a radio with volume set from one to ten. The test results
in Table 4 indicate that in a high level of noise the application can’t identify the
command. However, the numerical entry is more accurate, because it uses easier
verbal commands and the user is able to define very similar commands.
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The realized tests are rather of an indicative nature, because they are realized on
a small sample. However, we can say that the application is fast and accurate in most
of the cases.

6 Conclusions

The intention of this work was to create an application for rating of the drivers’
behaviour based on the voice commands. The application was created for the popular
Android platform. We can find two main functions in the application; gaining a rating
about the car moving in front of us and entering our rating. The application test was
realized by basic tests of speed and accuracy. Both of the tests resulted relatively
well and revealed that the application needs a higher quality device with a very good
camera and a well shielded microphone.

The application depends a lot on a community cooperation, because it gathers
ratings of the other users and creates the average ratings out of them. Thanks to
the application drivers will get enough information, which can help to prevent a
significant number of accidents.
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Integration Challenges for Outsourcing
of Logistics Processes in E-Commerce

Adam Wasilewski

Abstract Outsourcing of logistics processes is an interesting alternative to the tra-
ditional logistics model for e-shops. This approach can significantly reduce logis-
tics costs and improve business efficiency. However outsourcing requires considera-
tion of significant issues related to business operations and some organizational and
technical problems. This study presents the differences in the approach to systems
integration in the standard outsourcing model and in the dropshipping model, the
advantages and disadvantages of both options as well as business and integration
challenges for the implementation of the outsourcing in the e-commerce. Particular
attention was paid to the scope of integration between IT systems, necessary for the
proper functioning of any e-shop using outsourcing or dropshipping.

Keywords Logistics · E-commerce · System integration · Dropshipping

1 Introduction

Logistics in e-commerce is one of the most important factors influencing success or
failure. The size of the offer, prices and delivery time depends on the chosen logistics
model. On the other hand approach to logistic issues highly influence the costs of
the business.

Typical logistics strategies in e-commerce include [2]:

• confectioning of orders and shipments from own warehouse,
• outsourcing the execution of orders to external logistics operators,
• dropshipping—outsourcing the execution of orders to suppliers (manufacturers,

wholesalers).

The first approach (own warehouse) generates the biggest cost (including ware-
house rental and employees) and is inflexible in the case of a change in the scale of
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operations. The main advantage of own warehouse is independence from external
companies.

The second approach (outsourcing of logistics processes to specialized compa-
nies) transfers the responsibility for the storage of goods and the execution of orders
to an external company. Usually payments for a logistics operator include a fixed
part (resulting from storage fees) and a variable part (resulting from the number of
products shipped). Such solution is economically balanced and flexible. Moreover,
many logistics operators have big experience in e-commerce logistics and processes,
including RMA (return merchandise authorization), and can help sellers to improve
their business and customer service [4].

Dropshipping is an alternative for typical outsourcing of logistics processes and
can be defined as “a form of logistic outsourcing in which the order fulfillment process
is transferred from the online shop to its supplier (manufacturer, wholesaler)” [1].
This approach changes the responsibility for sending goods to the end customer.
In previous strategies goods were packed and sent by online store or specialized
company. Dropshipping transfers the responsibility for the fulfillment of an order (or
part of it) to the manufacturer or wholesaler and can be used both in B2C (Business
to Customer) and B2B (Business to Business) sales. Dropshipping let to minimize
own stock (in extreme cases even to zero) but needs to define specific processes for
post-sale service (including returns).

The aim of the study is to analyze different approaches to outsource logistics
processes in e-commerce platform (which includes e-shop and external systems).
Realization of the objective was based on literature, case studies and practical imple-
mentations based on business concepts of outsourcing implementations for online
stores.

2 Similarities and Differences Between the Outsourcing
Strategies

Both outsourcing strategies of logistics processes in e-commerce have a number of
positive features compared in Table 1.

Outsourcing of logistics processes allow to:

• decrease warehousing costs because the online seller does not have to bear logistics
costs related to goods purchase and storage,

• improve cashflow in dropshipping option—payment for the goods payment for
goods is deferred until products are definitely sold (at least 14 days after sale
because of law regulations),

• increase assortment in dropshipping option—possible contracts with large number
of manufacturers and wholesalers allow for a significant increase in the availability
of goods without incurring the costs of their purchase by the online store.

In addition to the positive features of outsourcing some negative features can be
found (Table 2).
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Table 1 Comparison of positive features of outsourcing and dropshipping

Feature Outsourcing to specialized
company

Dropshipping

Warehouse costs Storage fees + fee per order
(sent, returned etc.)

Order fee (can be multiplied if
the customer’s order has been
split between multiple
suppliers) + costs of internal
or external post-service
processes (returns etc.)

Stock Limited by owned goods Limited by goods in stock in
suppliers’ warehouses

Payments from customers Final customers pay in
advance or on delivery

Final customers pay in
advance or on delivery

Payments to suppliers Payment for the entire
delivery of goods in
accordance with the terms of
purchase

Payment only for successfully
sold products (after deduction
of returns)

Flexibility Usually long-term contract
with logistics operator

Possible long-term and
short-term contracts with
many manufacturers and
wholesalers

Table 2 Comparison potentially negative features of outsourcing and dropshipping

Feature Outsourcing to specialized
company

Dropshipping

Cost of delivery Standard May be multiplied by number of
items in the order

Sale document One sale document issued by
logistics operator in the name of
seller

One or many sale documents (per
each package) issued by seller

Post-sale processes Typical processes, carried out by
logistics operator

Complex processes, carried out
by seller

Shipment One shipment One or many shipments

Delivery time Standard Long

The main issues to be analyzed and solved before implementation of outsourcing
strategy in e-commerce are:

• possible increased costs of transport to the customer in dropshipping option (if
items from the order are delivered from different locations; in this case delivery
costs may be higher than the cost of delivery incurred by the customer when placing
an order in the online store),

• documentation of sales (one or many fiscal documents in the case of multiply
deliveries? when to issue documents—after each shipment or after the entire order
has been shipped?),
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• handling of withdrawals and complaints (where customer should return products?
who is responsible for customer service?),

• multiple shipments in dropshipping option (if the order is processed by multiple
suppliers, the end customer will receive multiple shipments, which may be cum-
bersome and not accepted by all customers, e.g. due to the need to make multiple
arrangements with couriers),

• delivery time (dropshipping option needs to split the order into suborders that takes
time if systems integration is inefficient),

• cost of IT systems integration (effective use of dropshipping requires comprehen-
sive integration of IT systems and integration must include all suppliers),

• reliability of stock levels (lack of own stock in dropshipping option makes the
shop dependent on information about suppliers’ stocks and reliable information
on stock levels is key to ensuring high customer satisfaction).

One of the most important problem (especially in dropshipping option) is trans-
parency of transactions. Splitting of the order into suborders may reduce transparency
of transactions for the customer, especially if the split is not visible to the customer
and the customer was not informed about it. Moreover goods from the one order may
be delivered at different times, by different couriers and the sales document may be
delivered regardless of the goods and in such case customer may be confused how
to return goods if necessary.

3 Implementation of Typical Outsourcing in E-Commerce

There are two basic flows in online shops:

• the flow of goods offered in the shop,
• the flow of orders placed by final customers.

Other flows (e.g. financial or sale documents) are depend and closely linked to
main flows.

Chosen logistics strategy significantly influence all process flows. The flows of
orders and goods in the standard outsourcing model (order picking and dispatch from
specialized company’s warehouse) are shown in Fig. 1.

The order placed by the end customer in the online store is sent to the warehouse
provided by specialized company (logistics operator). Such order is completed and
sent (if the size allows it in one shipment) to the customer [3].

Availability of goods in the online store results from the actual stock in the ware-
house. Stocks may change primarily in the case of order fulfilment (external issues)
and deliveries from manufacturers or wholesalers (external receptions). Stocks are to
a lesser extent influenced by internal warehouse operations (inter-warehouse shifts),
which may be the result of product defects.

Typical integration architecture for standard outsourcing approach is shown in
Fig. 2.
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Supplier 1

Supplier 2

Supplier n

Logis cs operator’s
warehouse

Customer

Items flow

E-shop

Order flow

Fig. 1 Order and goods flow for standard outsourcing model. Source Own preparation

Systems’ integration in the standard outsourcing model is typical for e-commerce
solutions.

Online shop must be integrated with online payments and with WMS (Warehouse
Management System). In addition WMS should send information about dispatches
to Finance Management System (for fiscal purposes).

WMS is integrated with couriers to ensure the shipment of goods. The number
of available shipping options determines the complexity of integration with couriers
but usually it is limited number of delivery methods to choose from.

4 Implementation of Dropshipping in E-Commerce

Flows of orders and goods differ significantly when the dropshipping model is used.
After placing an order, it is transferred to the supplier(s) and the supplier is responsible
for packaging and sending the goods to the end customer. The online shop only issues
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Fig. 2 Example of integration architecture for standard outsourcing approach. Source Own prepa-
ration

sale document (for fiscal purposes) and delivers this document to the end customer (it
means that from the end customer point of view seller is the party to the transaction
and bears its legal consequences), and then accounts with the supplier of the goods.

The flows of orders and goods in the online shop operating in the dropshipping
model is shown in Fig. 3.

One of the most important problems in dropshipping approach appears when the
order contains items from different suppliers. In such case the online shop must split
the order and distribute suborders to the suppliers.

Suppliers, on the basis of the received suborders, complete the goods in their
warehouses and send them to the end customer, excluding physical delivery of the
goods to the online seller.

Each order should contain (regardless of the logistics model) the following infor-
mation:
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E-shop
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E-shop
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Splitting the
order

Fig. 3 Order and goods flow for dropshipping model. Source Own preparation

• header (basic information about the order, in particular its number, date of placing,
delivery method, type of sale document),

• customer data (customer data may include information about the order, payer and
recipient),

• items (ordered goods, quantities, prices, discounts granted),
• payment (method of payment, amount paid, date of payment, payment identifier),
• summary (delivery costs, total order value, comments).

For the purpose of suborders, it is sufficient to provide the suppliers with infor-
mation about:

• address data of the recipient,
• the method of delivery,
• items to be shipped,
• the base order number.
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Orders splitting requires an algorithm that optimize the fulfilment of the order in
terms of:

• logistics costs (the cost of sending goods to the final customer should be as low as
possible),

• delivery time (the delivery time of the entire order should be as short as possible),
• net margin (if the goods are available from multiple suppliers, the online seller’s

profit should be as high as possible),
• prioritization of suppliers (when an online seller wants to force an order to be

sent to a particular supplier, e.g. to increase turnover with that supplier and obtain
better terms and conditions).

In addition, the algorithm may take into account the preferences of the end cus-
tomers—e.g. consent to a longer delivery time in exchange for a lower cost of delivery.

Effective implementation of dropshipping is not possible without the integration
of IT systems. The minimum scope of integration must include:

WMS
Supplier 2

WMS
Supplier 1

WMS
Supplier 3

WMS
Supplier n

Financial 
Management 

System

Courier 1

Courier n

Courier 2

Online shop

On-line seller systems

External servicesExternal suppliers

On-line 
payment 

operator 1

On-line 
payment 

operator 2

On-line 
payment 

operator n

External services

Fig. 4 Example of integration architecture for dropshipping approach with point-to-point integra-
tions. Source Own preparation
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• transfer of orders (and suborders),
• order statuses (including tracking number to track shipments),
• synchronization of stock levels (in real time if possible—to reduce the probability

of placing an order for goods that are no longer in the supplier’s possession).

Decision about an architecture of integration is crucial in dropshipping approach
because of the number of systems that must be integrated. E-shop needs integration
with each supplier separately and, theoretically, each supplier may have a different
system, which affects both the functional and technical aspects of integration. In
such circumstances standard point-to-point integration (shown in Fig. 4) may not be
efficient.

Point-to-point integration in dropshipping approach seems to be extremely inflex-
ible, expensive and hard to maintain. Such solution does not let to apply to main
advantage of dropshipping—the possibility to quickly and easily start cooperation
with new manufactures and wholesalers.

Effective implementation of dropshipping requires an open model of integration,
allowing for quick and cheap integration of new suppliers. A possible solution is
to use elements of the SOA (Service Oriented Architecture) paradigm, in particular
ESB (Enterprise Service Bus) integration bus. This approach unifies the integration
between the e-shop and ESB and enables the preparation of individual integrations
as web services available through ESB (Fig. 5).

Systems’ integration based on SOA let to reuse external services (e.g. couriers)
and internal integration (e.g. with suppliers’ WMS systems). If new supplier uses

WMS
Supplier 2

WMS
Supplier 1

WMS
Supplier 3

WMS
Supplier n

Financial 
Management 

System

Courier 1 Courier nCourier 2

On-line 
payment 

operator 1

On-line 
payment 

operator 2

On-line 
payment 

operator n
Online shop

Enterprise Service Bus (ESB)

On-line seller systems

External servicesExternal suppliers

External services

Fig. 5 Example of integration architecture for dropshipping approach with ESB. Source Own
preparation
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WMS system that was integrated before (because any previous suppliers has this
system) then new integration can be very quick and not expensive.

5 Summary

Outsourcing is an interesting alternative to the traditional logistics model in online
shops. Its main advantage is the possibility to reduce the costs of running a business.
On the other hand it has some disadvantages and all the consequences must be con-
sider rationally. The most important issues of the outsourcing of logistics processes
in e-commerce were presented in this study, with particular emphasis on the require-
ments related to the integration of IT systems. Successful outsourcing requires the
implementation of effective integration between IT systems to ensure high execution
of orders placed by customers.
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Abstract With all the advanced technology nowadays, new data is being generated
every minute. For example, the average size of the computer’s hard disk is 10 giga-
bytes in 2000, today on the Facebook website has increased 500 terabytes of new data
per day [1]. Data is growing rapidly, but it is not enough valuable. Thus, it is impor-
tant to extract information that is useful in the future from a large amount of data.
Business intelligence (BI) systems make a prediction that supports a business deci-
sion by analyzing collected data [2]. However, the accuracy of prediction depends
on a data quality. In practice, data is usually a very low quality that includes many
incomplete and anomaly data. Moreover, another problem is if data size increases,
query response will be slow. Previous research work, we proposed a framework
based on open-source technologies for the BI systems that possibility to analyze big
data efficiently and apply it to the supermarket’s BI system. Under this solution, we
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have studied Hadoop data storage system, Hive data warehouse software, Sqoop data
transmission tool and etc., successfully implemented them. In this paper, we have
added anomaly detection stage on the proposed framework to improve information
about related products that are purchased together by eliminating anomaly. Also, we
have made an experimental study to improve the speed of time-dependent reports by
applying the dimensional model to Hive data warehouse. In dimensional model data
is stored in context of the single table (centralized context), and in relational model
the context is distributed over many tables. As a result of the experimental study, the
dimensional model is more efficient; its query response time is shown to be at least
two times faster than the relational model based data warehouse.

Keywords BI system · Big data · Data warehouse · Data mining · Anomaly
detection

1 Introduction

Since 1990, registration software was focused through the world. As a result of this, a
sufficient amount of data was collected. Now, the amount of data is growing rapidly.
Also, the size of raw data is big, but it is not enough valuable. Thus, instead of
storing collected data as inactively, it is to predict the future by making a variety of
processing on it. Data mining is the process of automatically discovering novel and
useful patterns that might otherwise remain unknown in large data repositories [3].
In recent years, researches related to Decision support systems suggest using data
mining for data analysis [4–7].

An abnormal pattern that is not compatible with most of the data in a dataset is
named a novelty, outlier, or anomaly [8, 9]. The anomaly can be created for several
reasons, such as data from different classes, natural variation, and data measurement
or collection errors [3]. Data from a special situation, which is different from others,
influences to generate the wrong results [10]. For example, we use data all citizens’
income to estimate average income of “A” district. If the man who gets one billion
paid, the average income of a particular district will be high. So after collection
and problem definition, pre-processing is very important for data analysis [11]. For
large and complex data, pre-processing is difficult and complicated that is a time-
consuming task. It can be simplified using specialized data pre-processing tools.

Business organizations make a decision based on predicting that how to be useful
in future and this prediction is generated by the BI systems. There are two main
operations in the BI systems such as collecting and organizing a large amount of data
from various sources and predicting by analyzing organized data. A data warehouse
collects required data from a lot of data sources and thereby faces some problems
that how to load data into the data warehouse and how to organize collected data.

We aimed to improve the architecture shown in Fig. 1. In other words, the pre-
viously research work proposed the approach, algorithm, and technologies required
for store big data, create a data warehouse and extract knowledge from the data ware-
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Fig. 1 General design of solving architecture

house in a comprehensive manner [12]. In this research work, we focused on how
to improve the previous proposed framework by adding outlier detection layer and
changing data warehouse organization schema.

2 Methodology

The architecture shown in Fig. 2 has been entirely designed to use Hadoop based
open-source technologies. The advantage of Hadoop is that it can store both of
structured and unstructured dataset. Also, Hadoop based open-source technologies
are being invented and they are making more flexible usage of it. The proposed
architecture in this research work has some advantages from the previous architecture
by adding anomaly detection stage between the data storage and the prediction stages.
Also, we suggested the dimensional model for the data warehouse to increase query
processing time.

Firstly, data is collected to the HDFS file system on Hadoop from various data
sources and then some required data for generating reports is loaded into the data
warehouse. It is available to query the data from Hive data warehouse using HiveQL
that is SQL like language. But taking summarized report from Hive data warehouse
directly is slow (it takes a long time to develop each report due to processing big data).
Thus, summarized results from Hive data warehouse are copied into MySQL database
server, and then an end-user application retrieves reports from MySQL database
server that spends less time. After collecting and storing dataset into Hadoop and
Hive data warehouse, anomalies will be removed by outlier detection system before
analyzing the collected dataset.
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Structured data Unstructured data

Hive DW
Dimensional
model

HDFS file
system

HDFS file
system

Sqoop data transmission tool

Develop reports Prediction

RDBMS

Fig. 2 The solution of methods and technologies of proposed architecture

2.1 Big Data Storage

We studied what technology is used to store big data for analysis.

2.1.1 Hadoop Data Storage Technology

Alfredo et al. [13], Rogers et al. [14] and Li et al. [15] are suggested Hadoop based
big data storage for BI systems. Apache Hadoop is open-source software for reliable,
scalable and distributed computing [16]. It is designed to scale up from a single server
to thousands of machines, distribute large data sets across the cluster of machines.
So, it detects and handles failures of machines and application that connected to a
machine does not stop and continues to work. Hadoop has the following advantages:

• Scalable (It is available to add a new node into the cluster)
• Flexible (It can accept structured and unstructured data from various data sources)
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• Reliable (System doesn’t stop and continues to work when failures occur in any
node)

• Parallel processing (It can work on simple performance computers)
• Open-source.

2.1.2 Hive Data Warehouse Software

Hive open-source data warehouse software is based on Hadoop. It facilitates querying
and managing large datasets residing in distributed storage [17]. Hive data warehouse
store both of structured and unstructured data and query the data using a SQL like a
language called HiveQL.

Hive data warehouse is accessed with three methods including CLI (Command
line interface), web interface and thrift server (using JDBC or ODBC). CLI and web
interface opportunities for direct access to a warehouse that is not passed by a user
application. But thrift server must be started for access to the data warehouse on Hive
server from the user application. This server provides to get information from Hive
data warehouse by sending HiveQL and using any programming language from a
remote user. Under the research work, we have loaded the supermarket’s basket data
(transaction data) into Hadoop system, then created Hive data warehouse from it and
received reports from the data warehouse.

2.1.3 Sqoop Data Transmission Tool

Sqoop successfully graduated from the Apache in March of 2012 and is now a
top level Apache project. It is a tool designed for efficiently transferring bulk data
between Apache Hadoop and structured data stores such as relational databases [18].
It works in two directions that are from and to database management system as well
as from and to Hadoop. In other words, the Sqoop load data in the relational database
is accessed from and to HDFS Hive and HBase.

2.2 Comparison Between Database Relational
and Dimensional Models

Database dimensional model uses the concept of the relational model, but its con-
nection schema between tables is different. Tables can connect with many tables in
the relational model, but tables connect to only one center table in the dimensional
model. In other words, all data is stored in context of the single table in dimensional
model. However, context is dispersed over many tables in relational model. Thus,
dimensional model does a few joining operations when extracting useful information
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Table 1 Comparison between relational and dimensional model

Relational model Dimensional model

It is a very complex model that make
connections between the hundreds of tables

It is a very simple model that dimension
tables connect to only one fact table

Flexible Inflexible

Easy to update data effectively Easy to get data effectively, less connected
to each other

Data is temporary (it is modified several times) Data is not temporary

Detailed data of operations Aggregation result of batch operation for
business decision

Simple reports User friendly and various reports

from it and executes fast. Data can be stored effectively by the relational model and
data can be extracted effectively by dimensional model.

Dimensional model consists of two kinds of table such as fact and dimension [13].
The central table is the only table in the schema with multiple joins connecting it
to all the other tables. This central table is called the fact table and the other tables
are called dimension tables. Numeric values of business operations are stored in fact
table and text values are stored in dimension tables [14]. Time dimension table is
used to query based on time. Table 1 is shown a difference between relational and
dimensional models:

There are following advantages by organizing Hive data warehouse by dimen-
sional model:

• Simple query—joining operation in the dimensional model is simpler than joining
operation in the relational model

• Simplified business report—generate a time-dependent report from the dimen-
sional model is easier than the relational model

• Query performance—data can be extracted effectively by the dimensional model.
Because tables in the dimensional model have a fewer relationships and a query
makes a less join operations.

2.3 Anomaly Detection

Belongs to the supermarket’s BI system, a binary dataset is generated from a transac-
tional dataset for identifying frequently together purchased products. We used mean
and standard deviation to detect anomaly from the binary dataset which is transaction
dataset. Algorithm 1 shows the anomaly detection from binary dataset step by step:
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3 Experimental Study

In this section, we have made two kinds of an experiment such as comparison of
query response time between the data warehouses that are organized by dimensional
and relational models, and anomaly detection. Two kinds of datasets were used in
our experiment such as a real dataset with 200,057 records for generating reports
and a synthetic dataset with 100 records for outlier detection.

3.1 Comparison Between Dimensional and Relational Model
Based Data Warehouses

In this paper, we improved reporting time by replacing the relational model of the
Hive data warehouse with the dimensional model. On the other hand, we have per-
formed the experiment by creating two separate data warehouses to store the same
dataset by two different modeling that are relational and dimensional. Then we tested
which model is less query response time. Figure 3 shows a difference between the
organization of relational and dimensional models for the supermarket’s data ware-
house that stores information about supermarket’s branch, POS, cashier, product
category, product, purchase, and bill.

Figure 4 shows the folders that store data of dim_branch, dim_cashier, dim_pos,
dim_product, dim_time, dim_category and fact_sales tables on the HDFS file system
of Hadoop. Also, we created folders for data warehouse which is organized by the
relational model.

After creating all required data folders on HDFS file system of Hadoop, some
folders that will be used in data warehouse were connected to the corresponding tables
in Hive data warehouses. By connecting folders on Hadoop into Hive data warehouse,
future reports can be developed by HiveQL query language. Figure 5 shows tables
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Fig. 3 Dimensional model of Hive data warehouse

Fig. 4 Folders in the HDFS file system that store data of tables in the data warehouse organized
by dimensional model

in the data warehouse organized by dimensional model. We used HiveQL to show
list of tables in the data warehouse on Hive by CLI.
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Fig. 5 Tables in data warehouse organized by dimensional model

3.2 Anomaly Detection

We used the supermarket’s synthetic dataset for testing our anomaly detection system
before discovering related products that are purchased together. This dataset has 8
attributes (date, apple, coca cola, toothbrush, carrot, potato, kids book, onion) and
100 instances. We have discovered related products from two kinds of a dataset which
are anomaly removed and anomaly not removed using the FP-Growth algorithm that
implemented previous research work. Then these two results have been compared.

4 Result

In this section, we present the result of comparison between data warehouses and
implemented anomaly detection system by proposed framework solution.

4.1 Result of Query Processing Time on Data Warehouses

To compare the results of data warehouses that organized by dimensional and rela-
tional models, we have created two types of data warehouse in the Hive and copied
the same dataset into these warehouses. After creating required folders on HDFS file
system in Hadoop, tables that store XXX supermarket’s purchase information from
2013 to 2014 in MySQL server have been imported into these created folders using
Sqoop data transmission tool. As a result of this step, 200,057 purchase records are
copied into 2 different Hive data warehouses.

We run queries that return the same result on these data warehouses and compare
speed and query syntax. We run a query that takes an income of each month from
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select r.year, r.month, sum(r.total) from (select sub-
string(b.date, 1, 4) as year, substring(b.date, 5, 2) as 
month, b.total from (select a.date, a.time, a.number, 
sum(a.quantity*p.unitprice) as total from purchase as a, 
product as p where a.productcode = p.productcode group by 
date, time, number) as b) as r group by r.year, r.month;

Fig. 6 The select query that retrieves an income of each month from data warehouse organized by
the relational model

(a) (b)

Fig. 7 The result of the select query that retrieve the monthly report from data warehouse. a data
warehouse is organized by the relational model, b data warehouse is organized by the dimensional
model

select B.year, B.month, sum (B.total) from (select t.year, 
t.month, a.* from (select f.*, p.unitprice*f.quantity as to-
tal from fact_sales as f, dim_product as p where 
f.productcode = p.productcode) as a, dim_time t where 
a.time id = t.id) as B group by B.year, B.month;

Fig. 8 A select query that retrieves an income of each month from data warehouse organized by
the dimensional model

data warehouse which organized by relational model, and this query syntax is shown
in Fig. 6. As a result, the total income of each month from January 2013 to March
2014 was retrieved and spent 107.538 s for query processing. Figure 7a shows the
result that includes income of 11 months from the Hive data warehouse organized
by the relational model using the CLI.

After that, we run a query that retrieves the same result with the query shown
in Fig. 7a from the data warehouse organized by the dimensional model, and query
syntax is shown in Fig. 8. As a result, shown in Fig. 7b, the total income of each
month from January 2013 to March 2014 was retrieved and spent 61.432 s for query
processing that shown in Fig. 8.

We run 3 kinds of query that take the total income of each month, quarter, and
year. By month, the query of the data warehouse organized by the relational model
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Fig. 9 Comparison of query processing time for time-dependent reports between the dimensional
and relational models based warehouses

spent 107.538 s and the query of the data warehouse organized by the dimensional
model spent 61.432 s. By quarter, the query of the data warehouse organized by the
relational model spent 515.16 s and the query of the data warehouse organized by
the dimensional model spent 75.131 s. By annual, the query of the data warehouse
organized by the relational model spent 61 s and the query of the data warehouse
organized by the dimensional model spent 107.84 s. As a result of the test, the query
of the dimensional model could work simpler and faster than the relational model.
Figure 9 shows the comparison of query processing time between 2 differently orga-
nized data warehouses shown in Fig. 3. The centralized context based organization
is faster than distributed organization when to take a summarized result from data
warehouse.

4.2 Result of Anomaly Detection Test

In this section, we present a result of implemented anomaly detection system by
the proposed solution. Figure 10 shows the graphical user interface of the anomaly
detection system. The red box refers to the purchase of apple. Apple was purchased
constantly each month except May, but it increased rapidly in May due to Children’s
Day. Therefore, purchased records of apple in May is the anomaly.

Figure 11 shows 2 different results of related products from datasets with and
without anomaly. The confidence and minimum support were configured as 96%
and 0.01, respectively. According to the result shown on the left side of Fig. 11, kid’s
book and apples are sold together frequently. But this rule is valid only Children’s
Day and not valid daily. The right sight of Fig. 11 shows related products from dataset
without anomaly. The confidence and minimum support were configured the same
with previous processing. According to result, kid’s book and apple are not related
to each other. The discovered result has been improved by remove anomaly.
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Fig. 10 Anomaly detection system

Fig. 11 Results of related products from datasets with and without anomaly. Left side shows the
result from dataset with anomaly and the right side shows result from dataset without anomaly

5 Conclusion

In previous research work, we have proposed the solution of how to implement the BI
system to generate decision support information efficiently from big data and apply
it to the supermarket’s BI system. One of the advantages of our implementation
was cost saving because we have used open-source technologies our configuration is
simpler than commercial framework and tools; we aimed to find minimal time and
space complexity solution, but its installation and configuration is more difficult than
commercial software. Also, it has a lot of low-level configurations. In this research
work, we have improved architecture of the previous research work by organizing
data warehouse by dimensional model and adding anomaly detection step. We used
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simple data sets to test system components, and made 2 kinds of the experiment such
as compare query response time and anomaly detection. In the comparison of query
response time, we used a real dataset with 200,057 records but in outlier detection
system, we used a synthetic dataset with 100 records. As a result of the experiment,
a query of the dimensional model could work simpler and faster than the relational
model. Also, we showed anomaly detection system can improve the true result of
related products by experiment.
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Designing an Intelligent Controller
for Improving PEM Fuel Cell Efficiency

S. Dhanya , Rani Thottungal, Varghese Paul and S. Anand Hareendran

Abstract Maintaining the optimum performance of a PEMFC over a wide range of
operating conditions is one of the greatest challenges in developing efficient and high
performing fuel cell systems. This paper presents the effectiveness of neural network
based intelligent controllers in regulating the partial pressure of Hydrogen, Oxygen
and water under dynamic load conditions. Optimum values for these parameters are
obtained using machine learning techniques on the simulation data obtained from
the mathematical model of a PEMFC under various operating conditions of pres-
sure, flow rate and humidity at the anode and cathode side of the PEMFC. Windrow
Hoff algorithm and Neuro-Fuzzy controllers are used to attain the desired electrical
performance of 25 V at 20 A from a 500 W PEMFC system. Genetic algorithm is
basically used for validating the performance of the system. Thus an intelligent con-
troller for optimum performance can be designed. The experimental results validates
the process.

Keywords Electrolyte membrane fuel cell · Windrow Hoff algorithm ·
Neuro-Fuzzy controller · Intelligent controller
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1 Introduction

Fuel cells are emerging as a promising source of green energy for the future over a
wide variety of applications. The ability of PEMFCs to operate in under low tem-
perature conditions, low corrosion, low weight and quick start up enables them to
be deployed for various applications like automobile [1, 2], stationery power back
up [4], portable power generation [3] compared to other fuel cell types like Solid
Oxide Fuel Cells (SOFC), Molten Carbonate Fuel Cell (MCFC), Phosphoric Acid
Fuel Cell (PAFC) and Alkaline Fuel Cells (AFC). Efficiency of controllers deployed
on various PEMFC subsystem actuators is a major factor affecting the overall fuel
cell system efficiency. Traditional control systems are good in controlling dynamic
systems which can be represented using difference and differential equations. But
for systems like PEM fuel cells which are highly nonlinear and dynamic in nature
with large number of closely and dynamically coupled parameters, these traditional
controllers become ineffective under various operating conditions. Hence there is
a need for developing highly efficient intelligent controllers with adaptive nature
which can handle nonlinear behaviour of PEMFCs effectively and thus improving
the performance and efficiency of PEMFC. These intelligent controllers can cope
with significant level of uncertainty as well as imprecision in the PEM fuel cell
model and input parameter set and is capable of providing an optimum set of oper-
ating conditions which can give the desired electrical performance.

Intelligent control systems are developed by emulating the biological intelligence
from nature with strong mathematical background and are highly efficient in complex
problem solving.The fundamental methodologies used in implementing intelligence
to control systems are fuzzy logic, neural networks and genetic algorithms. Proce-
dures and algorithms developed using these techniques proves to be highly efficient
in handling complex systems like PEMFC which is difficult to be represented using
conventional control language.

This paper presents the design of Artificial Neural Network based intelligent
controllers to regulate the values of most significant set of input parameters. The
paper is organised as the following, Sect. 2 explains the importance of simulation
study in understanding the dynamics of PEMFC and the advantage of using intelligent
controllers to achieve desired electrical characteristics. Section 3 details the need for
validating the range of input parameters which provide the optimum performance.
Section 4 describes the implementation details of Windrow Hoff and Neuro-Fuzzy
controllers. Results and discussions are included in Sect. 5.

2 Simulation Study and the Need for Intelligent Controller

The mathematical model of PEMFC in Matlab/Simulink is explained in this section.
The reversible open circuit voltage (Nernst voltage) from a hydrogen Fuel cell is
given as:
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Fig. 1 Layout of matlab model for 500 W PEMFC

Vreverse = 1.229 − 0.85 ∗ 10−3(T f c − 298.15) + 4.3085 ∗ 10−5T f c[ln(pH2 + 0.5ln(pO2)] (1)

The fuel cell output voltages is affected by various losses, Activation loss Vact is the
voltage lost in driving the chemical reaction at the electrodes given by:

Vact =
[

RT

4Fαc

]
∗ ln

(
i

ic

)
∗

[
RT

2Fαa

]
∗ ln

(
i

iα

)
(2)

Due to the flow of electrons through the electrodes and various interconnections, an
electrical resistance is formed which includes the hindrance in the flow of ions in the
membranes and results in a voltage drop proportional called Ohmic Loss. Decrease
in stack voltage due to reduction in concentration of reactants at the electrode surface
is known as mass transport loss (Concentration loss).

A mathematical model in Matlab/Simulink is developed by considering these
dynamics of operation for a rated power of 500 W with 25 V at 20 A whose layout
is shown in Fig. 1. Simulations are carried out to study the optimum range of input
parameters for obtaining the optimum electrical response at the rated power.

The PEMFC model data and electrical performance under given set of operating
conditions was validated by comparing with the specification manual of commer-
cially available Horizon 500 W and the comparison plot is given in Fig. 2.
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Fig. 2 Effect of Cathode Pressure On Stack Voltage

3 Implementation Details of Windrow Hoff and
Neuro-Fuzzy Controllers

Results of simulation under a wide range of input conditions describe the effect of
these parameters on stack performance and the suitable range of values to achieve
the rated power. There is a highly nonlinear and inter related coupling between these
input parameters which affects the stack voltage and hence the power at different
load conditions.

The desired values of cathode inlet pressure, flow and relative humidity are
obtained using three Neuro fuzzy Controllers:

1. To regulate Pa,co using load current as input parameter at the cathode compressor
valve.

2. To regulate Wco using load current as input parameter at the motor.
3. To regulate Win j using Pa,co and Wco as input parameters at the humidifier valve.

Windrow Hoff Algorithm
Least mean squares (LMS) algorithms are a class of adaptive filter used to mimic a
desired filter by finding the filter coefficients that relate to producing the least mean
squares of the error signal (difference between the desired and the actual signal). It
is a stochastic gradient descent method in that the filter is only adapted based on the
error at the current time. Windrow Hoff Algorithm is a family of LMS algorithm
(Fig. 3).
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Fig. 3 Windrow Hoff algorithm

Fig. 4 Weight adjustment using Windrow Hoff algorithm

Give initial weight Wi0 as 0 and n = 0. Now the input partial pressure P(n) is
given by (Fig. 4),

Pn = Win ∗ Pi (n) (3)

The new weight win+1 is given by,

Win+1 = Wi (n) + μ[V d(n) − Pi (n)] ∗ Pi (n) (4)

Neuro Fuzzy controller
For the logic systems using fuzzy, which can be used with imprecise information, are
good for explaining their decisions but they cannot automatically acquire the rules
they use to make those decisions. These limitations have been a central driving force
behind the creation of intelligent hybrid systems where two or more techniques are
combined in a manner that overcomes the limitations of individual techniques. In
order to overcome the problems associated with of knowledge acquisition, the neural
networks can be used to automatically extract fuzzy rules from numerical data. For
neural networks, the knowledge is automatically acquired by the back propagation
algorithm, but the learning process is relatively slow and analysis of the trained
network is difficult (black box). Neither is it possible to extract structural knowledge
(rules) from the trained neural network, nor can we integrate special information
about the problem into the neural network in order to simplify the learning procedure.
In order to make a system which deals with cognitive uncertainties in a manner more
like humans, one may incorporate the concept of fuzzy logic into the neural networks.
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The computational process envisioned for fuzzy neural systems is as follows. It
begins with the development of a fuzzy neuron based on the biological neuronal
morphologies, followed by learning mechanisms.

A controller is required to maintain availability of oxygen to avoid oxygen starva-
tion and thus extend the life of the fuel cell. Oxygen starvation is a critical condition
that occurs when the partial pressure of oxygen falls below a certain value of the
air stream in the cathode. This phenomenon results a rapid decrease in stack volt-
age, which in some cases can cause a hot spot, or even can cause burn-through of
membrane. Although the oxygen starvation is spatially varying, this situation can be
avoided by controlling the pressure and flow rate at the cathode.

Rule Steps

• Load data for training, testing, and checking.
• Generate an initial FIS model
• Choose the FIS model parameter optimization method
• Enter the number of training epochs
• Enter the training error tolerance
• View the FIS model output versus the training, checking, or testing data output

Identification of optimal parameters for improving efficiency always involve a
huge cost and search component. Here a neuro learning system, derived from the
genetic algorithm is used to explore the possibilities in improving the same. PEM
fuel cell is the primary subject under the investigation. An optimal combination of
A,B and C (that is, Cathode side’s oxygen flow rate, Pressure and Humidity) in the
desired range provides the maximum throughput for the fuel cell. For analysis and
identifying the parameter combination and range a neuro learning scheme is derived.

4 Discussion and Validation of Results

During PEM fuel cell operation, Hydrogen ions are collected in the electrolyte and
electrons in the electrodes which actually represent a condition similar to charge
accumulation in capacitor. As a result of this capacitive effect, the cell voltage can-
not immediately follow the current variation in current. Models build by considering
this double layer capacitive effects give more accuracy in representing the dynamics
of fuel cell operation. Validation typically means to what extend the accuracy sup-
ports. In this work, a neural approach, is used to study the performance (get maximum
cell power) and infer how variations in parameters affect the system. The experiment
was run over the weka. associations platform with the help of java.

public java.lang.String toString()
double evaluateAttribute(int attribute) throws java.lang.Exception
toString in class java.lang.Object
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Fig. 5 Knowledge flow on Weka platform

For validating the result, dataset and the experimental setup used needs to be
well explained. The experimental setup was run in four different environment, (a)
without a controller (b) using Windrow Hoff alone (c) using Neuro Fuzzy alone (d)
combination of windrow-hoff and neuro fuzzy. The parameters under consideration
are pressure of oxygen, pressure of hydrogen, pressure of water, water injection rate,
temperature, hydrogen flow rate, load and voltage. The test was run on 180 different
combination of parameters. While running the test in Neuro-Fuzzy environment, 8
hidden layers were used. The layers were specifically fixed for abstracting maximum
performance. The values of each parameter was falling in the range specified but for
the performance to be maximum the correct combination is needed. This is what
have been achieved in this process.

The database is in arff format, the dataset of the parameters are first standardised
and the attributes are evaluated. The attributes which are not normalised are done a
set of preprocessing and are made suited for prediction. A weight wrapper function is
applied which makes the initial condition of the parameters to fo true in each iteration.
The variation in each and every instance is noted and a sorter is applied over it to make
sure the values are populating within a limit. The ranker then provides the accurate
range in which the values need to be fixed for getting optimum performance. The
text viewer displays the range in which parameters need to be fixed. Figure 5 shows
the knowledge flow test setup.

Various parameter values were changed and the performance were calculated. The
corresponding curve was also plotted automatically using the plot_graph function.
We could see a clear overlap in the performance when the parameters are changed
in each instance. Figure 6 shows the performance comparison for the controllers
implemented and validation of optimum parameter set using weka. The straight line
shows the performance of the system when no controllers are used. VI plot was
seen to be 34:0 during the initial stage which changed to 23:20 during latter phase.
The performance with WH alone and Neuro-fuzzy alone was also plotted and it was
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Fig. 6 Performance comparison of algorithm on stack voltage

seen to be having an improved performance than the no-controller environment. VI
characteristics when using a combination of WH-NF was found to be 35:0 to 25:20.
An improvement of 38% in performance was noted during each test cases analysis.

5 Conclusion and Future Scope

A control strategy was designed to achieve the following requirements (1) to maintain
required value of cathode inlet pressure (Pc) by controlling the pressure from air
compressor with respect to load current (I f c), (2) to maintain required air flow (Wco)
by controlling the motor according to load current (I f c), (3) to maintain desired value
of relative humidity (Rhc) by controlling the water injected (Win j ) into the humidifier
for specific load conditions based on the value of dry air pressure and air flow from
motor. Validations of the results were carried using weka platform. The results strictly
adhere to the values obtained during modelling. A ranker mechanism was also used
during preprocessing to prune the lower order parameters. As the neural net validates
the model to be perfectly in align, it could be concluded as a perfect implementation
of the strategy.
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The Systems’ Integration Conception
for Transactional Costs Reduction
in Polish Financial Companies

Ewelina Wróbel and Marcin Hernes

Abstract Transactional costs are one of the key group of costs in business oper-
ations related to the provided goods or services. Reduction of these costs, while
maintaining the quality of the product at the level expected on the market is the
goal of monitoring and managing expenses in companies. One of the methods for
reduction the transactional costs is an integration of IT systems. The aim of this
paper is to develop a conception of integration of IT systems used by Polish financial
institutions. Taking advantage of this conception in business practice may lead to a
reduction of transactional costs.

Keywords IT systems’ integration · Transactional costs · Reduction of costs

1 Introduction

Financial companies conduct permanent activities to acquire new clients, who are
becoming more and more demanding and aware of their needs. Financial institutions
must implement a high level IT tools in each area of the organization’s operation to
meet the expectations of the market. For this purpose ERP-class IT systems are used.

At the same time it is worth mentioning that integration covers both internal
systems and their integration with external systems. This is a cost-effective solu-
tion, since each system may be integrated with several independent systems via an
individually designed interface.

Financial institutions note multiple benefits of deviating from a complex approach
(the main disadvantage is the organization’s dependence on the one external or inter-
nal entity being the IT system provider) for the benefit of a diversification of respon-
sibility and competences towards several providers.
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However, the process of integrating the systems of various providers is not effec-
tive yet. This problem substantially extends the term of execution, Additionally, the
effects of integration are often insufficient to support undertaking effective business
decisions.

The aim of this paper is to develop a conception of integration of IT systems used
by Polish financial institutions. The use of this conception in business practice may
lead to a reduction of transactional costs. These are costs of business coordination
resulting from the cooperation of many business entities on the market [1].

On the basis of a review of literature, observation of business phenomena, and
based on professional experience, the authors of this paper have examined the rela-
tions between the level of use of IT systems integration tools in financial institutions
in order to reduction of transactional costs, This is the main contribution in considered
field.

The first part of this paper presents stat-of-the-art and basic notions in the ana-
lyzed area. Next, the systems’ integration conception is presented. The discussion
on anticipated results of integration is presented in the last part of paper.

2 Related Works and Basic Notions

Using IT systems in cost reduction is considered in many theoretical and practi-
cal works. For example [2] presents using RFID technology to cost reduction in
public transport systems. Paper [3] presents method for finding an optimal choice
of maintenance actions to be performed on a selected group of machines for man-
ufacturing systems. The infrastructure needed to develop the Integrated Delivery
Systems and the obstacles to its implementation in order to transactional cost reduc-
tion in healthcare institutions, is presented in [4]. The work [5] propose an integrated
vendor–buyer inventory model in order to supply chain cost reduction. The work [6]
states, in turn, that integration and standardization of IT systems in different orga-
nizations can lead to different costs reduction, including transactional costs. More
often costs are reduced in financial institution by using different kind of cloud com-
puting services [7]. Authors of the work [8] state, that using integrated IT systems is
insufficient to cost reduction. It is also necessary to improve business processes for
this purpose. The role of IT systems in financial institutions is still increasing. They
support fundamental transformation of financial institutions in recent decades and
point out the changes in the norms, regulations, and organizations [9, 10].

The cost of the company’s operation comprises all components of assets (fixed and
working capital), intangible assets, remuneration of employees and payments such
as social insurance, used or paid for the purpose of producing goods or performance
of services [11].

Cost management consists of, amongst others, their reduction during maintaining
the quality of generated goods or services. Transactional costs of coordinating the
company’s operations result from collaboration of many entities on the market. The
literature of subject presents several manners of cost classification. One of them
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Table 1 Costs included in individual categories of transactional costs

Classification Ex ante Ex post

Costs included in the
classification

– Costs of collecting
market information (on
clients, demand)

– Costs of collecting
information on
competition

– Costs of marketing and
advertising

– Costs of building the
brand and consumer
awareness of the brand
and product

– Legal and organizational
costs of preparing the
contract

– Costs of negotiations

– Costs of monitoring and
enforcement of
contractual clauses

– Costs resulting from
improper assessment of
contractual risk

– Costs of resolution of
disputes (legal,
organizational, and costs
of damages paid)

Source Own elaboration, based on [12]

Table 2 Examples of costs included to individual categories

Market TC Managerial TC Political TC

– Costs of the organization’s
operation on the market
(marketing, building
awareness)

– Costs of collecting information
about demand and supply

– Costs of collecting information
on client preferences

– Costs of obtaining information
on competition

– Costs arising within the
enterprise

– Costs relating to the legal
and business environment
(e.g. costs of personal
data protection, costs of
safety of sensitive data)

Source Own elaboration, based on [14]

consists of setting a threshold contract execution point (e.g. signing a contract with a
client) and dividing the costs into ex ante costs (incurred until the threshold point is
reached) and ex post costs (all costs incurred afterwards) [12]. Classification of costs
for the contract consisting in a sale of a financial product is presented in Table 1.

Another classification of transactional costs is proposed by E.G. Furubotne and
R. Richter. They classified the costs into [13]:

• Market transactional costs,
• Managerial transactional costs,
• Political (public) transactional costs.

Examples of costs, which may be included in the above mentioned categories in
a financial institution are presented in Table 2.
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One of the organizations’ needs related to reduction of transactional costs is an
integration of IT systems. The next section of paper presents a conception of this
integration.

3 Systems’ Integration Conception

Financial institutions in their operation acquire various information about clients.
Exemplary sources of such information include:

• Registration data,
• Information from business and credit databases,
• Data from business intelligence companies,
• Government registers,
• Data from anti-fraud registers,
• Data from falsification prevention registers.

The methods for acquiring data about clients by financial institutions include:

• Collection of data by the enterprise,
• Cooperation with institutions that collect data,
• Cooperation with institutions that aggregate data.

The volume of data stored by various IT systems used by companies does not
allow for their effective sharing using non-automated information channels (e.g. via
traditional email messages prepared and sent by system users) [15, 16]. Additionally
the issue of ensuring data safety, intensified following the entry into force of the
General Data Protection Regulation 2016/679 (GDRP)1 results in that data processing
and sharing should be performer in a structured manner, in accordance with the
agreed communications between organizations. All events related to transferring
personal data should be registered. Non-automated data sharing has one more defect,
which causes an increasing interest of enterprises in IT systems integration, namely
processing a large volume of data results in the need to invest significant human
resources in the organization followed by significant costs.

In our conception, to limit the number of entities in the process of information
management, we propose to use the information gates by financial institutions to
obtain data from market. The data flow between entities and the gate is presented on
Fig. 1.

The use of an information gate allows integrating the internal ERP or CRM with
the gate, and, what follows, facilitate an asynchronous mechanism of sending client

1Pursuant to new regulations, personal data mean data that allow the identification of a natural
person. This may include information such as: first name, surname, PESEL number, gender, email
address, but also less obvious data such as the IP number, data on location, genetic code, political
views or purchasing history. Any and all information collected about a given person, which allow
identification, constitute personal data regardless of whether processed as paper copies or in digital
form. https://www.gov.pl/cyfryzacja/rodo-informator.

https://www.gov.pl/cyfryzacja/rodo-informator
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Fig. 1 Data flow between entities and information gate

inquiries to various sources at the same time. It is the gate’s tasks, which acts as
a proxy, to sent inquiries to sources and to send a response to the polling system.
Integration with the gates usually occurs via the API provided by its administrators
or a web service. The use of SSL, TLS and HTTPS protocols allows to ensuring the
safety of transferred data.

Registration data of enterprises are acquired from: National Court Register (KRS),
Central Registration And Information On Business (CEIDG) and Register of National
Economy (REGON). Industry and private sources include: Virtual Addresses, Anti-
Money Laundering2 (AML) and Polish ePayment (PEP). Economics information
sources include: National Register of Debts (KRD), Economic Information Bureau
(ERIF) and National Economic Information Bureau (KBIG).

Companies offering financial products acquire market data from the following
sources:

• Confederation,
• Collection of information on resignation from the offer,
• Market analysis,
• Monitoring existing investments,
• Products department,

2Set of procedures, laws and regulations designed to stop the practice of generating income through
illegal actions.
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No. Company VEHICL
ES

Passen
ger Trucks

weight up 
to 3.5 
tons

weight 
over 3.5 

tons
1. akf leasing Polska S.A. 0.5 0.5 0.0 0.0 0.0
2. Alior Leasing Sp. z o. o. 1 275.2 633.2 270.2 208.3 61.9
3. BNP Paribas Lease Group Sp. z o. o.* 685.2 518.6 142.4 0.0 142.4
4. BZ WBK Leasing S.A. 1 327.7 689.9 212.6 106.1 106.5
5. 0.0 0.0 0.0 0.0 0.0
6. De Lage Landen Leasing Polska S.A. 193.8 4.0 11.8 11.8 0.0
7. Deutsche Leasing Polska S.A. 19.2 1.6 0.0 0.0 0.0
8. Europejski Fundusz Leasingowy S.A. 1 811.9 885.9 454.0 260.8 193.2
9. FCA Leasing Polska Sp. z o. o. 196.7 110.5 86.3 86.3 0.0
10. Grupa Idea Getin Leasing 3 137.4 1 462.3 579.2 375.5 203.7
11. Grupa Masterlease ** 484.7 448.0 27.4 26.8 0.6
12. Impuls-Leasing Polska Sp. z o. o. 340.9 176.9 52.3 35.7 16.6
13. ING Lease (Polska) Sp. z o. o. 1 270.5 469.8 198.5 114.4 84.2
14. Leasing Polski Sp. z o. o. 56.6 7.8 12.2 5.5 6.7
15. MAN Financial Services Poland 289.6 0.0 18.0 1.9 16.1
16. Millennium Leasing Sp. z o. o. 1 030.4 407.3 182.4 94.8 87.6
17. mLeasing Sp. z o. o. 1 947.2 1 298.2 261.7 152.8 108.9
18. NL-Leasing Polska Sp. z o. o. 28.4 4.5 5.3 4.2 1.2
19. PEAC (Poland) Sp. z o.o.*** 10.6 5.9 0.5 0.2 0.2
20. Pekao Leasing Sp. z o. o. 1 044.2 396.2 141.3 53.9 87.4
21. PKO Leasing S.A. 3 037.3 1 777.2 344.8 154.5 190.3
22. PSA Finance Polska sp. z o.o. 421.5 327.8 93.7 93.7 0.0
23. Santander Consumer Multirent Sp. z o. o. 480.9 434.7 40.9 40.9 0.0
24. Scania Finance Polska Sp. z o. o. 482.5 1.4 51.2 0.0 51.2
25. SG Equipment Leasing Polska Sp. z o. o. 386.4 73.8 47.8 14.4 33.4
26. SGB Leasing Sp. z o. o. 21.6 11.1 5.5 5.1 0.4
27. Siemens Finance Sp. z o. o. 16.1 0.6 7.8 0.2 7.6

Caterpillar Financial Services Poland Sp z o

Fig. 2 Sample report on results in the leasing sector prepared by The Polish Leasing Association
(ZPL). Source [15]

• Quarterly reports (information about competition—an exemplary report on finan-
cial results in the leasing sector is presented in Fig. 2).

Each data may be used and processed to a various degree. Examples of storing
and using such data include:

• Collection of data from external sources in real time, as needed. This may result
in a reduction of costs relating to maintenance of HDD required to store data, and
to a reduction of expenses on data protection.

• Storage of processed or unprocessed data in an internal database (having regard
to validity of inquiry).

• Data processing via transaction and entity assessment cards (scoring, rating).
• Processing via mapping, i.e. assignment of a mapping value to each mapped piece

of data. Data mapping examples are provided in Table 3.
• Decision engines.
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Table 3 Mapping the data on historical transactions of a business entity to assess its reliability

Days of delays in repaying the debt Customer’s quality assessment

0 Very solid

1 Reliable

2–4 Good

5–10 Average

11–30 Risky

31–100 Unreliable

>100 Blocking offers

The gates uses such methods of IT systems integration as:

1. Exchange of information using Web Services. This is a standard, which structures
and puts in order the manner of data exchange between systems using the network
[16]. The following protocols are used:

• Simple Object Access Protocol (SOAP) for communication—used to transmit
remote calls,

• Web Services Description Language (WSDL)—used to distribute network
connection parameters base specification,

• Universal Description, Discovery and Integration (UDDI)—used to register of
shared components in service.

• Representational State Transfer (REST)—defines a set of constraints used for
creating web services.

• Extensible Markup Language (XML)—used to exchange the data in uniform
standard.

2. Application programming interface (API)—includes specifications for data
structures, routines, object classes, variables and remote calls. The client sending
an inquiry for a defined action with parameters. The server accepts the requests,
processes it, generates a response and sends to the client.

In opposite to our approach, the data warehouse can be used in order to data inte-
gration and information processing. Extract, Transform and Load (ETL) and Online
Analytical Processing (OLAP) can be very useful in this purpose. However, the costs
of developing and maintenance of such warehouse are higher than costs of the gate
(the large amount of historical data has to be stored in such warehouse). In the gate
approach, these data are stored in financial entities’ databases and data warehouses,
and only data required in given moment are received by financial companies.
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4 Transactional Cost Reduction—Discussion

The authors will take into consideration the classification of transactional costs
described in Table 1, to analyze transactional cost reduction by IT system integration.
Each of these groups generates different costs and they should be not be analyzed
collectively.

4.1 Reduction of Ex Ante Costs

Ex ante costs are the costs generated until the transactional threshold point (in a
financial institution, this is the moment of signing the contract). Costs, which may
be reduced using the IT systems integration include:

1. Marketing costs. IT systems integration allows to reducing marketing costs
through using the RSS (Really Simple Syndication) [17] meaning an XML-
based format, serving for transferring information headings. Content mainte-
nance in several different locations is connected with investing time into editing
and administration. RSS channels allow automatic updates of inquiries to an
external website once the content is modified in any manner. As a result, cus-
tomers have always actual information related to financial company’s offer.
Another method to reduce marketing costs is processing the data about the clients
of the financial institution. The systems managed by marketing departments may
use financial and accounting data collected in another system. The prepared
advertising campaigns may be properly profiled and reach the defined group of
recipients, in consequence. This also allows to a better adjustment of advertising
content addressed to clients, reducing costs incurred for advertising which turns
out ineffective.

2. Costs of collecting a client data. Client data are acquired from various sources.
Some of them (such as first name and surname, company name, addresses) may
be acquired from clients directly. However, this extends the time dedicated to
completing necessary documents. Currently, clients expect a financial institution
to shorten the time of handling applications to a minimum. One of the solutions
allowing to limit the time dedicated by an adviser to complete the application is
to take advantage of integration with the gates which sent inquiries to registration
sources (databases such as the KRS or REGON). This allows to quickly acquiring
a client data (such as company name, address details, registration details, contact
details and details of company owners) based on the provided tax identification
number (NIP). The benefits of this solution include [18]:

• Reduction of costs dedicated to complete several dozen boxes on a financing
request,

• Reduction of costs resulting from errors during data entering,
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• Reduction of costs incurred to verify data provided by the client (in case of
integration with the gates, data is collected from government registers and
additional verification is not required),

• Shortening the time needed to prepare the request and, what follows, minimiz-
ing the risk of losing clients being in the group of people feeling discouraged
by the time-consuming nature of completing formalities.

3. Costs of acquiring historical data on transactions and client assessments. Some
data on clients are difficult to acquire, others are impossible to acquire (for exam-
ple, data related to the credit history of the potential clients). Such data may
be acquired from business or credit information databases. Currently, the main
source of business and credit information in Poland is the BIK group, which
includes Biuro Informacji Kredytowej S.A. and Biuro Informacji Gospodarczej
InfoMonitor SA. This group processes information obtained from over seven
hundred financial institutions [19]. Since this is an institution established on
the basis of the Banking Law,3 it is the only one in Poland allowed to collect
and process such data legally. Data possible to acquire from the aforementioned
databases, which affect the reduction of transactional costs include:

• Personal data,
• Liabilities,
• Debt,
• Bank accounts,
• Data on debtors (consumers and companies).

For a financial institution, data obtained from this source constitute a source of
valuable knowledge and allow to minimizing the costs related with preventing
fraud or conclusion of contracts with insolvent clients.

4. Costs of transactional risk assessment. The costs of assessing the transactional
risk constitute a particularly sensitive area of conducting business activity. Reduc-
tion of costs in this area may be related with significant risk in connection with
expenses to be incurred for debt collection activities. Some of the receivables are
uncollectable, hence the costs of an error in the area of this risk may result in
losses in the amount equal to the amount of entire transactional costs. Method
to secure the reduction of costs in the risk area are automation and optimization
processes. Risk assessment for a transaction may be conducted in an external
system, which allows generating client and transaction risk assessment cards
(rating cards, scoring cards). Their integration with sales systems, systems used
by AML departments, anti-fraud departments, BIK systems and post-sales sys-

3Article 105.4, Banking Law—banks, together with banking industry chambers, may establish insti-
tutions to collect, process and transfer: (1) to banks—information constituting bank secret, if such
information is needed in connection with the performance of banking activities; (2) to other institu-
tions with statutory authorization to grant credits—information about claims, turnover and balances
on bank accounts, if such information is required in connection with granting credits, loans, bank
guarantees and warranties. http://prawo.sejm.gov.pl/isap.nsf/download.xsp/WDU19971400939/T/
D19970939L.pdf.

http://prawo.sejm.gov.pl/isap.nsf/download.xsp/WDU19971400939/T/D19970939L.pdf
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tems allows collecting the processing data from various sources in a quick and
automatic manner. Therefore, the risk related to errors occurring in a conception,
where every transaction is assessed by a risk analyst, is limited. This pattern is
also less vulnerable to possible frauds, thus transactions are less risky.

4.2 Reduction of Ex Post Costs

1. Costs of post-sales handling. Post-sales handling of a contract is a process com-
mencing upon the activation of a contract regarding a financial transaction. At
this stage, transactional costs incurred by the organization include costs of mon-
itoring and recording client payments and receivables. To automate the process,
integration may be performed with:

• The bank system, which allows recording and monitoring payments in real
time,

• The mail server, which allows sending messages on the status of payments
from clients directly from the application, using automatic triggers,

• The sales system, which allows blocking transactions of insolvent clients,
• The transactional risk assessment system, which allows obtaining the BIK

classification and prevent risky transactions.

2. Reporting costs are costs incurred by the organization as a result of handling
ordered manual reports. These reports may be generated automatically, and their
scope may be defined by the certain parameters. With the use of an appropriate
Graphical User Interface (GUI), where the user may define the parameters of the
request sent to API, reports may be configured in an ongoing manner, without
the need to engage additional funds.

5 Conclusions

The integration of IT systems used in financial institutions is not only an opportunity
to ensure safety related to becoming independent from one provider. As presented
above, it is an opportunity to reduce transactional costs incurred by the organization
in its daily operation.

Costs may be reduced in two ways, one of them is a make change of the process,
and the second one is process improvement and optimization. Authors proposed a
solution appropriate for mature organizations, with high process quality, who want to
take advantage of the opportunities granted by technologies allowing the integration
of IT systems, to improve their processes and ensure that they are more effective,
efficient and, thus, less costly. This solution can be used by financial companies in
practical implementations.
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The main limitation of the presented approach is lack of uniform, standardized
methods for processing information acquired by gate. These processes are realized
separately by IT systems running in particular financial companies. Therefore, in
case the same information, conclusions in particular organizations may differ.

The further research works may be related, among other, to implementation of
proposed solutions in real IT system running in financial institution and to analyze
the performance of the results of integration.
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Design of Reactive Systems for Control
Network Traffic on the Kubernetes
Platform

Lubos Mercl, Vladimir Sobeslav and Peter Mikulecky

Abstract The container virtualization on the Kubernetes platform brings challenges
that need to be addressed when a production or test load is running across the cluster. If
applications running in containers are spread across the Kubernetes cluster, resource
usage may be inefficient across the environment, which may result in overloading
of individual nodes and inefficient load on others. One area where inefficiencies
may occur is the load on network lines and network communications. This article
discusses two algorithms and approaches that can be applied to the Kubernetes plat-
form while helping to manage network traffic and lines across the cluster, which can
make the cluster components more efficient. Both algorithms collect the monitored
data from the cluster, but each one the data collected behaves differently, and data
transformation and analysis takes place in another part of the system. The first algo-
rithm is an agent-based algorithm that collects and performs basic data analysis and
is capable of responding to detected information. The second is the algorithm that
collects the data into the central element of the system and then analyzes it and, based
on the information obtained, controls the individual components of the cluster.

Keywords Container virtualization · Kubernetes · Network traffic analysis ·
Algorithm · Complexity

1 Introduction

The traditional virtualization brought primarily a release from physical resources to
virtual resources when the whole concept was based on virtualization of the virtual
servers running the individual applications that were being used.

The new approach to development and developing applications and services is the
container virtualization that runs container applications, which are separate portions
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of the operating system where these services run. The container virtualization brings
benefits primarily to the continuing less demanding system resources, which is even
smaller than traditional virtualization. A further advantage is the lower technical dif-
ficulty and run only over one core of the operating system, making system resources
of one operating system running in one physical or virtual operating system.

However, the container virtualization also has drawbacks that may be limiting for
individual deployments and solutions built on container virtualization. First of all,
this is not true virtualization, because the containers share the same operating system
kernel and the same operating system.

In large environments, the container virtualization becomes to be very complex
and management can be complicated, because there is huge amount of container
cluster nodes, which perform an platform where individual containers run. On these
container clusters, there is needed some management tool called the orchestrator,
which can manage whole cluster and individual instruments. Among the used orches-
trators belongs the Docker [5], Docker Compose, Docker Swarm, Apache Mesos [1],
or Kubernetes [13]. Kubernetes is the most comprehensive, offers the greatest oppor-
tunities for container cluster orchestration and possible custom extensibility, and is
concerned with this work [16].

2 Problem Definition

For the container virtualization and generally virtualization, essentially cloud com-
puting, it is typical that the end user or administrator does not have much eminent
interest in where his application or service is running. It is only interested in the fact
that the service is running and if it meets the performance parameters, e.g. it is in
line with the service-level agreement.

Service level is often defined simply as service availability. Some cases, however,
further develop this level of disintegration into individual service parameters, such
as a response to a database application or the application itself.

The application’s response can then be divided into simple attributes and param-
eters that are important to the application speed. Such attributes may be the correct
application architecture, resource allocation, prioritization to shared resources, or
the right network architecture design, a sufficiently permeable network, and other
network parameters are properly optimized.

2.1 Network Inefficiencies

Clusters, where the container virtualization runs, can offer a lot of space where
inefficient cluster components can be loaded. For example, the simplified Kubernetes
cluster consists of several nodes that are networked. One or more nodes are so-called
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master nodes that control the entire cluster, and the remainder are so-called nodes or
minions running on individual containers.

Already from this simplified cluster, it is possible to identify possible potential
areas that may be the reason or the point of inefficiency. These include:

• High load on individual lines between clusters,
• Load specific network ports on nodes,
• API load on any master node,
• The difference between the loads of individual work nodes,
• Large network overhead on one of the work nodes,
• Running applications that communicate directly across multiple work nodes on

the network and thus unnecessarily load network lines, etc.

To solve such problems, it is possible to follow the knowledge and best thoughts of
those who operate and develop such environments, but it is important to minimally
monitor trends in such environments using a load tracking system, which is still
desirable to complement an environment intelligence system in such environments,
which would evaluate each of the monitored attributes, searched in context data and
responded to current and predictive load.

It is possible to say with certainty that the larger the cluster, the higher the level
of entropy that can affect the whole cluster. The same applies in the case of the
complexity and complexity of the user’s workload of the cluster, the higher the level
of entropy, and the need to eliminate the inefficiency and to make the cluster more
efficient.

2.2 Attributes and Important Features of Network Load

For the proper functioning and definition of such a system for ambient intelligence
and the elimination and resolution of cluster entropy, it is primarily necessary to define
metrics, attributes, and system components that need to be tracked. This definition
may be different for each cluster, but in many respects it will always be similar, and
similar or similar metrics will be followed, with only a different view and evaluation
[11].

The following Table 1 shows, for illustration, the basic attributes that can be
observed in the Kubernetes cluster and which are important. The table also cap-
tures where these attributes can be tracked and the data are collected, as well as the
units that can acquire these attributes.

The enumeration of these attributes is illustrative only, and these are basic
attributes that can be tracked, but other attributes can be tracked using other param-
eters and add-ons, which are appropriate for tracking and deployment.

Generally speaking, however, it is important and possible to observe the 5 basic
attributes in the Kubernetes cluster:
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Table 1 Network attributes in Kubernetes clusters

Attribute Location Value

Network line load Node in the cluster Data transferred per time unit

Network port load Node in the cluster Data transferred per time unit

Connection quantity Network interface or port Number of connections

Connection map Master node Connection map between
nodes

API queries quantity Node in the cluster Number of API queries per
time unit on in time frame

Container resources utilization Node in the cluster Using system resources over
time

Metrics used by applications Node in the cluster Optional metrics that are
relevant and important to
tracking

Containers quantity Node in the cluster Number of containers per node

• The network infrastructure, which includes the first network and infrastructure
services,

• Physical nodes,
• Applications or pods and deployment,
• Containers,
• Kubernetes orchestration and its components.

3 Related Works and Existing Solutions

This work is based on analysis of container virtualization orchestrator and their
possibilities [16], cloud security analysis work [9], which defines attributes and
areas, which should be handled in security solution on cloud platform. Also work
takes inputs from Ambient Intelligence solution for cloud environments [11].

The options that exist for network communication analysis and Kubernetes cluster
tracking can be divided into several parts.

The first part is the monitoring tools built in Kubernetes, or the tools developed
for Kubernetes clusters and belonging to open source tools or their development by
a community or company. This group includes, for example, Heapster [12], which is
below, which is installed inside Kubernetes and collects data and records from logs
from containers and pods. Heapster can be complemented by the Grafana project
[7], which offers visualization of collected data, as well as the InfluxDB project
[10], which offers the possibility of a highly available database for collected data.
Prometheus [21], an open source project offering options for data collection, visu-
alization and alerting, is also available for use. The CAdvisor project [6] focuses
on performance analysis of containers in Kubernetes clusters. Other tools are New
Relic [19], Weave Scope [28], Sysdig [25], and Datadog [3].
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Another group are tools that can also be used for Kubernetes, but they can pre-
dominantly track only basic network parameters without container virtualization
superstructure. These include, for example, PRTG Network Monitor [22], which is
more about network infrastructure. Other tools include Nagios [18], Zabbix [29],
OpenNMS [20], Logic Monitor [15] and more.

It is also possible to omit from the analysis also scientific papers that deal with
the given issue. Many of them work deals with network attribute analysis systems
without linking to container virtualization. Between interesting works belong, for
example, Depren [4], which deals with an intelligent anomaly detection system in
computer networks, or Roshan [23], which deals with a network intrusion detection
system using learning machines.

Further work is already being based on cloud infrastructures and cloud comput-
ing. These include, for example, Chi [2], which deals with a cloud platform design
for detecting and preventing security of a software-defined network. Grossmann [8]
deals with the monitoring of container services in terms of network parameters. Tsai
[26] presents a distributed analytic system on the Kubernetes platform and Sohal
[24] addresses the framework for identifying security threats in cloud infrastruc-
tures. Vieira [27] and Zhang [30] deal with intrusion detection systems in Smart
Grid networks. Modi [17] presents capabilities and analysis of basic techniques for
detecting breakthroughs in computer cloud infrastructures. Lin [14] deals with the
algorithm for selection and decision-making rules for detecting penetrations into the
network and its applications. Cloud usage management and analysis is also important
for security purposes and can help with whole environment security [9].

4 Proposed Solutions

A reactive system that collects data will analyze and then respond to the knowledge
gained from the data. It has to be designed so that it can react to changes in the state
at the right moment, and especially precisely.

The system should collect consistent data that will be stored for future analysis
and statistical analysis of time series and search for correlations over time.

On the Kubernetes platform, individual nodes can be understood as nodes among
which they are from the point of view of the edge network that can acquire values
that are proportional to the transmission speeds of a given line or property of a given
connection, so for the need of analysis, it is possible to use the rated edges to visualize
and optimize the network and the cluster.

The system offers and supports the following options:

• Optimizing the use of lines and services and containers,
• Optimizing the use of individual nodes,
• Detection of anomalies due to known standard cluster behavior,
• Advanced planning of new services with past and current knowledge trends and

the possibility of predicting other trends.
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Any change and condition may or may not cause a change in cluster behavior
and load, or trigger a Kubernetes response or cluster monitoring. Such changes may
include, for example, that the use of several inter-communications services on mul-
tiple cluster nodes may result in higher usage of network lines that are subsequently
loaded. This change can then trigger a reaction that mutually communicating services
can be shifted to the same nodes when they do not burden network lines between
nodes.

4.1 Basic System Architecture

The proposed system should have modules, which will cooperate to meet the require-
ments of users and also work optimally. These modules are Management console,
Data collection module, Data processing module, Data storing module and Data
visualization module.

Management console This module takes care about management of the whole sys-
tem. It serves user interface, where users can modify some parameters, which are
configurable to optimize the system with respect to environment specific or current
needs, which may change from time to time.

The management console should be linked with the data visualization module and
both module can be run on one front-end web page.

Data collection module This module collects data on agents. Depends on usage and
collected data, there are a few ways, how can be implemented:

• Package, which is installed on node,
• Containers, which is run on the node and in this container, there is written some

application, which collect data,
• Application part, which is written like part of deployed application,
• and others.

Implementation, how will be data collection module highly depends on specific
requirements, environment or deployment, and there should be standardized message
structure, which can be used on the most of type of specific possibilities.

Data processing module Between agents and other highest level of system, there
should be implemented module, which will help with data processing and data trans-
ferring. This part of solution is important, because helps with optimization and accel-
eration of the whole system. It is required to respond as quickly and as correctly as
possible to the detected information.

Thanks to specific optimization and implementation a few techniques can be
reaction as faster as it is needed, but there can be also requirement to be not faster,
but to data transfer fingerprint can be to smaller and only needed information to be
transferred. This will require different technique from the requirement as faster as
possible way. For example, Kubernetes cluster, which is run in data center, ill not
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need much transfer and fingerprint optimization as Kubernetes cluster, which is run
like Internet of Thing solution, where each node is very distanced and it is important
to save the transferred data.

Data storing module For keeping data and important values, there should be imple-
mented some database, which will be store data. This module is very close to data
processing module, which should prepare data for storing, and also with data visu-
alization module, which read data from this database.

There can be implemented also two type of data store locations:

1. Short time fast store location, which is used mainly for data, which are needed
quickly and often (e.g. for visualization).

2. Long time slow store location, which is used for all the data, which should be
kept for long time, but there are needed only time from time or are not regularly
needed, but there is request to have it.

There are a few ways and techniques, which can solve issues with requirements
and also be helpful with possibilities for Big Data analysis.

Data visualization module This module provides the visualization of metric and
data, which are collected and can be useful for environment checking and help with
troubleshooting or management. There can be provided graphs of metrics with time,
which can be simply modify to get different views for getting knowledge from these
information. Also there should be some connection maps, current static values of
environment and others.

The data visualization module should be complemented by basic statistical anal-
ysis, which will provide some basic calculations over detected and stored data. But
these statistical analysis should included only simple calculation, which are not too
demanding to computing.

Communication between all module depends on used technologies (e.g. used
database engine, used visualization tools, programming language).

4.2 Data Processing System

But the question remains how this system should be properly designed architec-
turally. This can be divided into two possible solutions that will perform support for
the central monitoring system, collect, transform, and then respond to data. These
systems are:

1. An agent-based system where the agent collects data then performs basic analysis
and transformations on the agent and passes it to the central system. After the
agent’s analysis, he or she may already react to change or knowledge. The central
system then takes into account the entire cluster and can make changes at the
cluster level.
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2. A system based on a central and gateway system where all data is collected from
individual cluster elements and sent to a central system that, if it finds room for
optimization or reaction, does it here.

Both systems eventually store the data in a central database where data is stored
in time series. This database is linked to a central system where the data is finally
transformed and ultimately sent to the database.

Algorithm parameters for both solutions that affect the complexity of the algorithm
are as follows:

• The number of nodes in the cluster,
• The number of cloud services and containers,
• The number of values being tracked,
• The ratio of control and control elements, controlling for example a central system,

an agent in an agent system, or an element between a central system and an agent
that analyzes the connected parts of the subset of the cluster and acts as a data-
gathering agent to respond to them and forward them to a central system. This is,
therefore, a gateway between the lower subset of the cluster and the higher part
of the cluster. The controlled element is one where the data is mainly detected.
Algorithm parameters for both solutions that affect the complexity of the algorithm
are as follows:

5 Agents Based System and Its Algorithm

The first system is a system based on agents that collect data, care for their transfor-
mation, and at the same time realize basic analysis and reactive behavior on the level
of information found at the level of the agent, thus streamlining the response speed
to cluster changes.

Agents are then connected to a central element, or gateways can be implemented
that can divide agents into several subsets as needed and perform data preparation,
analysis, and reactive behavior on a lower set of agents, or they can help with data
processing and preparation, thereby increasing the efficiency of processing and its
speed. The central element then takes care of the entire cluster and controls the
intelligence of the whole environment.

An illustration of such a system can be seen in Fig. 1, where one central element
and several agents are displayed that communicate with the central element directly.

Since intelligence can be realized on virtually all elements, the reactivity to
changes can be very fast, which can be a source of problems and non-deterministic
behavior of the cluster, which must be treated in a real implementation by mecha-
nisms that prevent unwanted behavior of the cluster.

Algorithm of this solution can be simply described like:

1. The data are collected on the agent, transformed, evaluated, and then sent to the
higher element.
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Fig. 1 Agents based system. Source author

2. The data are merged from multiple sources on the gateway and then sends it to
a central element within one run.

3. The central node receives, transforms, evaluates, and saves data in the database.

Input values, which are influencing algorithm complexity are agent count (number
of managed elements), value count (number of managed values) and central element
count.

If there were more members of a central node when the communication comes
in between multiple elements, the total number of steps would be divided by the
number of these members.

6 Gateway System Based on the Central System
and Its Algorithm

The second system is a system based on a central system or gateways that collects
data from all the monitored elements and then analyzes and performs reactive actions.

The simplified architecture of the solution shown in Fig. 2, where there is one
central component, several support nodes (gateway 1 to b) and to each gateway may
be connected 1 to n agents.

Fig. 2 Gateway system based on the central system. Source author
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The central element takes care of the cluster run and analyzes the entire cluster
and realizes ambient intelligence in the environment and, based on the defined and
learned rules, it subsequently optimizes the environment and streamlines the use of
cluster resources.

Implementation of a central element can be implemented if necessary by more
central elements, among which the load and processing will be divided by the imple-
mentation of the chosen load distribution algorithm.

Algorithm of this solution can be simply described like:

1. The data are collected on the agent, transformed, evaluated, and then sent to the
higher element.

2. The central node receives, transforms, evaluates, and saves data in the database.

Input values, which are influencing algorithm complexity are agent count (num-
ber of managed elements), value count (number of managed values) gateway count
(number of used gateway role elements), layer count (number of layers in architec-
ture) and central element count.

Also in this solution, there can be more central nodes so this can be helpful with
processing data on second step.

7 Complexity Aspects and Influence of Transformation
and Evaluation in both Data Processing Systems

For both systems, calculations of the number of steps are considered as a better
solution, but it is not possible to forget the impact of transformation and evaluation
on agents, which can burden the system unambiguously and the resulting complexity,
especially time and computation, increase.

This influence is mainly due to the complexity of the data on their transformation
and the specific implementation, which must be taken into account. For better and
faster transformation, after analyzing the impacts in the implementation, it is advis-
able to consider increasing the resources at the places where the transformation takes
place and thus optimizing the steps.

The complexity is for both solution can be reduced by distributed calculation
on more elements. Lower layer elements can prepare data in suitable for highest
elements in platform. This can reduce amount of calculated data on elements, where
data from multiple elements are clustered. For these designs, the better architecture
for this approach is solution with gateway usage, because this solution has more layer
of architecture.

For the needs of the work, the transformation gate is one step, however, despite
the various implementation and analysis required, it is possible to divide the trans-
formation into the following steps:

1. Data retrieving,
2. Transformation steps for individual data or values,



Design of Reactive Systems for Control Network Traffic … 419

3. Input data analysis (can be done before transformation),
4. Storing transformed data,
5. Sending transformed data,
6. Submission of evaluated responses to individual inputs.

These steps are only general and may vary according to the implementation needs
and environmental differences.

8 Conclusion

This work deals with the analysis of the possibilities of monitoring the network
parameters on the container virtualization Docker and especially with the use of the
Kubernetes orchestrator, which is used to create, manage and control the container
virtualization cluster.

The work is conceived in several units, the first is the presentation and analysis
of container virtualization issues, the second part is the analysis of necessity and the
possibility of monitoring the network parameters in the Kubernetes cluster and the
third part is the analysis and presentation of algorithms and approaches for analyzing
parameters and attributes.

The first system and algorithm is an agent-based algorithm that analyzes individual
components on the node where they are located, performs basic data analysis and
responds to data, transformed data then sends to a central element that performs a
higher phase of the entire environment analysis, responds to the detected store data
and data in a database.

The second system is a system based on a central element or gateways that collects
data from individual elements, these data then transform and analyze and perform
individual changes throughout the cluster.

Both algorithms have the same purpose but there are different approaches and
usages and differences are mainly in the complexity of the individual clusters and in
the necessity of monitoring the individual algorithms.

The agent system is more suitable to more complex environments and clusters
where it is necessary to monitor and respond to higher amounts of data and changes
and instead the gateway system fits into smaller or more generic and less flexible
clusters.

The individual implementation of this architecture should be included some com-
plexity analysis, which can resolved future issues with data processing. The archi-
tecture describes two approaches, which each one has some pros and cons.
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9 Future Work

Further development of the algorithms and optimization and generalization of these
algorithms, which can be applied to multiple systems with simple modification.

Also, statistical and predictive analysis should be optimized to automatically look
for similarities in time series that should be as accurate as possible and as quickly
and efficiently as possible. Both systems will also be good to maintain and develop
concurrently because once it can be a suitable agent-based system and sometimes
one central system may be more appropriate.

In any case, the issue is suitable for further investigation and analysis and, above
all, it will be appropriate not only to conduct theoretical research and design, but also
to make real deployment and implementation in real-world and real-time data. Pos-
sible research could be complemented by agent systems and behavioral simulations
in the laboratory environment.
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Model of the Information System
in the Organization for Controlling
Current Level of Information Security

Jerzy Stanik , Maciej Kiedrowicz and Jarosław Napiórkowski

Abstract The article outlines a concept of maintaining the required level of security
of assets of the information system in the organization (ISO) by making appropriate
steering decisions, initiating the generation of the security configurations. The authors
proposed and formulated the models of security subject and object as well as the
model of the information system in the organization for controlling current level of
information security (information recourses) and current performance properties of
the operation subsystems, included in the ISO.

Keywords Security subject · Security object · Security environment · Security
configurations · Controlling security level

1 Introduction

The multitude ways of perceiving and defining security points to the need of research-
ing it in both scientific and praxeological manner. The purpose of the article is not
theoretical deliberation on information security in the organization, but definition
of possibilities and method of their use to control the current level of information
security in the organization. In the opinion of the authors, the required level of infor-
mation security may be achieved by making appropriate steering decisions, initiating
the generation of relevant security configurations.

1
A possibility of making steering

decisions is determined by the following [6, 7]:

1 Security configuration—a set of security mechanisms of the information processing subsystem or
technical or organizational security measures of such subsystem, and relationships between them,
reflecting security properties of the security configuration.
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– having appropriate models of security subject and object ISO,
– presence of a specific subsystem for controlling performance and security prop-

erties distinguished in the subsystems operating in the ISO, e.g. the information
processing subsystem, subsystem for using technical and organizational resources,
automatic control subsystem, etc.,

– presence of the subsystem in the information processing subsystem for handling
security measures and appropriately prepared security mechanisms, e.g. software
for protection processes or relevant procedures allowing to generate proper security
configurations,

– presence of appropriate procedures of automatic control of its suitability and cur-
rent level of security.

Figure 1 shows schematic representation of the ISO in terms of controlling its
current performance properties and security level. The figure presents three key
subsystems. One of them is for controlling security level, second for information
processing and third for handling security measures. The following are the elements
of the subsystem for controlling security level:

Fig. 1 Illustration of the information system in the organization from the point of view of controlling
the information security level
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– security subject, also known as the decision-making subject, which consists of a
group of officers (security experts) responsible for steering decisions,

– set of numbers (codes) activated by decision-making elements to generate permis-
sible security configuration ensuring the required level of security in the ISO.

When controlling the ISO security level, we are only interested in certain a priori
unknown times, when the steering decisions should be made. The ISO states at such
times shall be called key states crucial from the point of view of controlling the
security level. The occurrence of such a key state is determined by the difference
between the value of a current security level and the value of an acceptable security
level. In such case, the ISO moves from the safe state to the loss of security. The
main cause thereof may be:

1. changes in the ISO security environment, e.g. increased risk stream, new security
gaps, higher vulnerability of information resources, etc.,

2. failure and uselessness of resources in particular subsystems included in the
information processing subsystem,

3. failure or uselessness of current security mechanisms or security measures of
technical or organizational nature in the subsystem for using or handling security
measures.

The occurrence of the event specified in points 1, 2, 3 or any combination thereof,
further referred to as the emergency situation, is detected by the automatic control
subsystems and the information on such event immediately sent to the controlling
subsystem. The purpose of the controlling subsystem is to adjust the difference
between the current and the required level of security. If the difference is not adjusted
by the controlling subsystem, the ISO shall not achieve the specific purpose of
operations.

2 Basic Terms and Expressions Concerning
the Information System

The following interpretation has been selected from among multiple definitions in the
theory of the system engineering as best meeting the requirements of this article: “The
system refers to a material object with intentionally organized activity, whose main
components, apart from the technical or organizational elements, are also human
resources (staff) with predefined operating algorithms” [9].

Following the above definition, the information system in the organization shall
be called [8]:

SI O �< E, R, DZ > (1)
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where:

E a finite set of system elements
{
ej; j ∈ J

}
, J � {1, 2, 3, . . . , J}—a set of indexes

in set E,
R a finite set of {Ri; i ∈ I} correlations defined in set E � {1, 2, 3, . . . , I}—a set

of indexes in set R,
DZ the purpose of system operations.

Set E describing the composition of the information system meets the following
criteria:

E � {
e j : ξ( j, q), j ∈ J, q ∈ Q j

}
(2)

The ξ( j, q) value shall be construed as the following sentence formula: “The element
number j ∈ J is characterized by feature number q ∈ Q j , where Q j refers to a set
of indexes of set C j including features of element number “j””.

The set E including ISO elements may be decomposed in the following manner:

E � E P S ∪ E P P I ∪ E P Z ∪ E OT (3)

where:

EPS the set of element of the subsystem for controlling security level,
EPPI the set of elements of the subsystem for information processing,
EAR the set of elements of the subsystem for handling security measures,
EOT the set of elements that constitute environment of the subsystem for processing

information and controlling security level

In the sets E P S including elements of the subsystem for controlling security level,
E P Z of the subsystem for handling security measures and E P P I of the information
processing elements, the following functional components may be distinguished:

E P S � E P S
P D ∪ E P S

P R ∪ E P S
OT (4)

E P Z � E P Z
P D ∪ E P Z

P R ∪ E P Z
OT (5)

E P P I � E P P I
P D ∪ E P P I

P R ∪ E P P I
OT (6)

where:

EPS
PD the set of elements of the controlling subsystem, which constitute the security

subject (decision-making subject),
EPS

PR the set of elements of the controlling subsystem, which constitute its subject,
EPS

OT the set of elements of the controlling subsystem, which constitute the environ-
ment of its subject and object,
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EPZ
PD the set of elements of the subsystem for handling security measures, which

constitute the action subject,
EPZ

PR the set of elements of the subsystem for handling security measures, which
constitute the subject thereof,

EPZ
OT the set of the subsystem for handling security measures, which constitute the

environment of its subject and object,
EPPI

PD the set of elements of the information processing subsystem, which constitute
its subject of processing,

EPPI
PR the set of elements of the information processing subsystem, which constitute

its subject,
EPPI

OT the set of elements of the information processing subsystem, which constitute
the environment of its subject and object.

3 Model of the Security Subject of the Information System
in the Organization

The security subject is “every intentionally existing and operating subject (individual
or collective), analyzed in terms of its security” [4]. Security is most often defined
as both the state (achieved security of a given subject) and the process (supporting
a sense of security of the subject) [3]. The second approach is more practical, as it
reflects more natural and dynamic nature of the concept of security.

The ISO security does not refer to the processing processes related only to the IT
infrastructure. It is a much broader term, which also includes the following:

• entirety of processes, during which the information is generated and processed,
• confidentiality, consistency and reliability of actions connected with the collection

and processing the data available only to authorized persons,
• the actions aimed at securing the information resources existing on electronic and

paper information carriers.

The ISO security subject is a collective entity, being the subject of the processes
and events, during which it mentally or physically interacts with potential or already
active risks of values that are important therefor. With respect to security analyzed in
terms of controlling the current information security level, the security subject, also
referred to as the subject of operations, shall be a group of positions—i.e. an element
of the automatic process for making steering decisions or the system of automatic
security control (SAKB), further referred to as the decision-making process.

The following abbreviations shall be introduced:

PS—a set of ordered pairs: psp � 〈
�p, I Tp

〉 ∈ � × 2I T , hereinafter referred to as
the subsystems of operations.

where:

� the set of officers determined at the stage of ISO design, included in the infor-
mation processing subsystem,
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IT a set of resources, which constitute equipment of the information processing
subsystem;

The term sp state, where p ∈ P̂ , for the pth subsystem of operations means
the vector of properties describing in detail the current performance or security
properties:

sp �
〈
aq

p ∈ Aq
p : p ∈ P̂, q ∈ Q̂

〉
(11)

where:

aq
p coordinates of the vector of the pth subsystem of operations, describing indi-

vidual properties,
Aq

p a set of permissible implementation of the qth property of the pth subsystem of
operations.

The impact of the subsystems of operations on the state and hence on their per-
formance or security properties may be described in the following manner:

∧〈p,q〉∈P̂×Q̂ aq
p � aq

p[u(t)], u ∈ U (12)

Therefore, the set of the controllable subsystems of operations may be defined as
follows:

P S
∧

�
{

psp ∈ PS : ∨q∈Q̂[〈p, q〉 ∈ Vu], p ∈ P̂
}

(13)

The purpose of operations of the subsystem for controlling security properties is
shown in set P S

∧

of controllable subsystems.
In terms of controlling current ISO properties or the information processing sub-

system, every subsystem of operations (Fig. 1) may be described in an extended
manner:

ps
∧

p � 〈
npp, P DZ p, P RDZ p, N Pp, C DZ p

〉
(14)

where:

npp the name of the pth subsystem of operations,
P DZ p the subject of operations of the pth subsystem of operations,
P RDZ p the object of operations of the pth subsystem of operations,
N Pp a set of technical and organizational measures that may be invoked or

activated in the pth subsystem of operations,
C DZ p the purpose of operations of the pth subsystem of operations

With the above in mind, the following ordered five shall be used as the ISO security
model:

PBSIO �< S P B, P DZ P P I, P DZ P O Z , Z DS > (15)
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where:

SPB a set of security persons, which constitutes the collective ISO security
subject,

PDZPPI the set of persons authorized to process the set of information resources
in the ISO,

PDZPOZ the set of persons authorized to generate a set of permissible security
configurations once it is impossible to ensure the required level of security
of the information resources in the ISO,

ZDS a set of steering decisions (operator’s recommendations.

Paraphrasing the proposed definition of the security subject, we may assume that
the security subject must be aware of the risk and self-aware of participation in such
risk.

4 Model of the Security Object of the Information System
in the Organization

Following the aforementioned definition of the security subject, both security and
its environment are of the object character.2 In light of the above, the ISO security
and security environment become the security object. The ISO security as the object
falls neatly into the definition of activities. This approach to ISO security requires
defining such terms like: ISO security, security environment, aspects of security and
security environment.

The easiest way to define security is to describe it as the state or process, during
which a given subject may exist and grow. It is a temporary process or phenomenon.
Security also refers to theory and practice aimed at ensuring survival (existence)
and exercise of interests of a given subject, in particular through specific objects
subject to protection, use of opportunities (favorable circumstances), taking up of
challenges, mitigation of risks and prevention (combating) of all types of risks faced
by the subject and its interests as well as key processing processes or determined
group of protection resources.

The security environment defined as the security subject is created by “external
and internal security conditions (conditions allowing the execute the interests of a
given subject in terms of security and achievement of the established goals)” [1]. The
aforementioned conditions may be characterized using five basic categories, such as:
resources, opportunities, challenges, risks and threats.

The opportunities refer to certain circumstances (phenomena and processes in the
ISO security environment) allowing to execute the interests of the security subject
and achieve goals. The opportunities are mainly created by the security environment

2At this point, we shall not go deeper into the meaning of the word “object”, but assume the most
general dictionary definition. Therefore, we treat the “object” as the “object of recognition and
activities of the subject—i.e. a human”.



430 J. Stanik et al.

subjects. On the other hand, the challenges are difficult situations in terms of security,
which cause certain dilemmas that need to be confronted by the security subject. An
example of a challenge is securing the established group of information resources.
The risks refer to uncertainties associated with the subject’s own actions and the
effects thereof; these are potential negative effects of the subject’s own activities on
the given subject in terms of security. The threats mean direct and indirect destructive
impact on the protected resources or subject of operations. These are the most classic
examples of the security environment factors.

According to the information-processing framework, the subject of operations
as part of the ISO is the P S

∧

set of the subsystems of operations, and the subject of
operations is the set of such e j ∈ E O elements, where the purpose of operations of the
information processing subsystem is defined. The following may be the elements of
the E SI O set like: areas of processing, information processing processes, protection
processes, bites of information (information resources) collected or processed as
part of the ISO or subsystem of operations with different purposes of operations
(e.g.: subsystem for using security measures, subsystems of automatic or automated
control).

The key elements of the E O set are bites of information (information resources)
processed by the information processing resources. The aforesaid bites of information
are characterized by actual information objects in the organization (e.g. data of natural
persons, descriptions of basic assets in the organization, description of supporting
assets, etc.). They are formed by the information processing subsystem according
to certain rules and are subject to further processing. Every bite of information,
hereinafter referred to as the information object (information resource) is marked
with number ∈ Z O and described using a set of C O

z feature names.
The following abbreviations shall be introduced:

D the set of steering decisions, hereinafter referred to as the orders, which the
security subject (members of the security team) may use to have impact on both
current properties of the subsystems of operations, included in the information
processing subsystem, and information resources (also including their security
attributes);

a(t) the vector of the distinguished information resources, whose coordinates define
the security states of particular objects (information resources) at time t, e.g.
the loss or continuity of confidentiality, integrity, non-repudiation, availability
and accountability.

The az(t) state of the ∈ Z O zth information resource refers to the vector of features
describing in detail its current state of security, quality or reliability, etc.:

az(t) � 〈
az

q(t) ∈ Äq
z : z ∈ Z Z , q ∈ Q Z

〉
(16)

where:

az
q(t) coordinates of the vector of the zth state of the information resource, describ-

ing individual properties,
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Äq
z a set of permissible implementation of the qth property of the pth resource.

Q Z a set of numbers of the distinguished properties of the resources.

On the basis of the above considerations, it is apparent that the ISO security subject
may be either a set or collection of the following elements (objects):

• area of processing,
• information processing process,
• processing operation,
• information resources collected or processed as part of the ISO,
• protection process,
• subsystem of operations with specific purpose of operations, e.g.: subsystem for

using security measures, subsystems of automatic or automated control risk anal-
ysis subsystem, etc.

5 ISO Model to Control Current Performance or Security
Properties

The following ordered five was adopted as the information system model to control
current performance properties or current security level of the information resources:

〈S P B, N S A, RK B, O F R, SZ Q〉 (23)

where:

SPB the set of positions of officers, appointed within the framework of the organi-
zation security services,

NSA the set of various types of emergency situations, which may be signaled by
the subsystem of automatic security control,

RKB the family of the permissible security configurations,
OFR the general reconfiguration function,
SZQ the detailed reconfiguration function.

Failure shall be understood as an event that occurred at time ti , caused by the
difference between the desirable security property of the ISO and its current security
property. It is in line with the following condition:

.

∧〈p, b〉 ∈ Px B: �̇
(
wb

p

)
(ti ) ⊃ �

(
wb

p

)
(ti ) (24)

where:

�̇
(
wb

p

)
(ti ) the set of the desirable security states of the pth object of the bth type at

time ti
�

(
wb

p

)
(ti ) the set of the current security states of the pth object of the bth type at

time ti
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To make it possible to compensate for the emergency situation, it is required to
determine sets NSA and RKB at the stage of the ISO design. In case of an emergency
situation, the security subject shall make the steering decision to move the ISO from
state of the lost security to the security state, while considering the effects of the
failure. It means that if another emergency situation occurs, the ISO shall move from
the state of the lost security to the security state once again.

After the occurrence of an emergency situation—loss of the required level of
security, it is essential to generate permissible or optimum security configuration to
efficiently continue the process of safe information processing in the information
system of the organization (ISO). The optimal security configuration is generated
from among the set of permissible solutions, on the basis of a detailed reconfiguration
function of the information security management system, which due to its essence
constitutes the criterial function.

Basis on this approach we built model and then real implementation of secret
registry model that would provide legal required protection for classified documents
stored in secret registry protecting by RFID technology (Fig. 2).

Fig. 2 Diagram of the secret office together with the reading room [2]
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Fig. 3 The general process of the work of secret registry: customer service [2]

In addition to specifying roles and system elements, description of business pro-
cesses realized in secret office has been developed [2]. For example, as a general
process is indicated customer service (Fig 3).

The basic functionalities of our document flow management system include:

• remote identification of unclassified and classified data storage devices labelled
for real-time radio-reading at the point of storage and work;

• automatic inventorying of unclassified and classified documents arranged in piles
and filed, including automatic detection of relocation;

• control of the movement of data storage devices, as well as unclassified and clas-
sified documents across security zones including the unclassified and classified
document access control;

• protection against repeated copying of an unclassified and classified document;
• protection of data storage devices and documents against unauthorized relocation.

6 Conclusion

The ISO security and efficiency of the information processing in the organization to
a large extent depend on the current qualitative properties of its components (sub-
systems). In light of the above, it is important to appropriately control the current
properties of such subsystems by generating the most desirable performance or secu-
rity configurations from the set of the permissible solutions, after the emergency
situation occurs. The most desirable security configuration is the configuration that
not only ensures maintenance of the required level of security, but also provides the
best performance properties. This approach allows to use the same for the purpose
of maintaining the required level of security of the ISO, through appropriate control
on an ongoing basis.

On the basis of the considerations included in this article, the following conclu-
sions may be drawn:

1. To eliminate the effects of failures on the functioning of the ISO, it is well-founded
to distinguish three stages:
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a. Definition of the set of permissible security configuration for typical emer-
gency situations,

b. Development of security configurations in a given emergency situation,
c. Implementation of the reconfiguration process.

2. The proposed method for controlling current performance or security properties,
distinguished as part of the ISO, subsystems of operations, should constitute an
integral part of the information management system in the organization.

3. The proposed models of security subject and object may be also used at the stage
of design of the information security management system as the “privacy by
design” principle recommended according to the GDPR [5].

4. The approach to the issue of security, aimed at the reconfiguration process,
results, among other things, from the observations and long-term experience
of the authors gained:

a. during observations of the construction and implementation of such security
systems in the organizations and corporations,

b. during research and implementation projects or research and development
activities and seminar discussions concerning information security.

5. Using the results outlined herein, it is recommended to pursue further research
in the following areas:

a. improvement of the structure of security models, including, among other
things, intentions and recommendations of the GDPR,

b. increase of precision of the proposed models by taking a broader perspective
of the security environment.

The authors are of the opinion that continuing research in the above-described
directions may contribute to better construction of the ISO, with better performance
and security parameters.
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